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Abstract

The real-time scheduling theory has been developed in the field of computer

science to manage concurrent computing tasks on a processing platform

under timing constraints. This thesis pioneers the implications of applying

real-time scheduling to manage the activation of electric loads in a power

system, with the goal to minimize the peak load of power consumption.

For this purpose, the concept of Real-Time Physical System (RTPS) is

proposed as a modeling and control approach. The novelty of RTPSs is to

jointly study a dynamical system together with a real-time scheduler: the

evolution over time of system state variables (e.g., room temperature, air

pressure, basin levels, etc.) is driven by a switching signals generated by a

real-time scheduling algorithm. Differently from the traditional approach

of real-time control systems, where the control signal is computed by a

real-time controller; in a RTPS the schedule is the control signal.

According to this intuition, electric loads are modeled in terms of real-

time parameters and timing constraints. Suitable timing parameters are

those that guarantee the respect of user requirements, which determine the

quality of service on the physical process actuated by the electric loads.

This representation enables the use of a real-time scheduling algorithm

to manage the timely allocation of power loads in order to avoid unnec-

essary simultaneous activations, thus reducing the peak load. The main

advantage of the proposed technique is to leverage the strong mathemati-

cal background of real-time systems in order to achieve predictability and

timing correctness on the physical process controlled by loads. The pro-

posed approach is characterized by a low computational cost and thus it

is suitable to dynamically and adaptively manage large power systems. It

is indeed adequate to coordinate the demand-side management operations



in electric power systems of different sizes, from small smart buildings to

large power grids.

The thesis deals with different types of dynamical system models, suitable

to represent different types of loads and appliances, ranging from household

appliances (e.g., heating and air conditioning systems, refrigerators, wash-

ing machines, ovens) to industrial devices, such as air compressed systems

and pumps. For each model, specific rules are derived to find the timing pa-

rameters to represent the behavior of power loads. Timing parameters are

used to analyze the feasibility of the system, i.e., to verify that timing and

physical constraints are guaranteed. This approach allows to build a gen-

eral framework based on the RTPS approach, where a set of heterogeneous

devices and appliances can be concurrently managed.

The performance of the proposed methods is assessed through extended

simulations based on realistic parameters. For example, the application of

the coordination approach to a large set of air conditioning systems shows

outstanding performance, i.e., the ability to reduce the peak load by the

35% in normal working conditions, and up to 60% with respect to worst

case situations, without affecting thermal comfort for occupants. Therefore,

the RTPS approach proves to be a promising solution to realize an effective

Demand-Side Management framework.
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1
Introduction

As the population, the economy and the wealth of emerging countries are

growing, and the pressure on the existing natural resources is increasing.

Modern economies need to overcome current development models uniquely

based on the concept of “growth”, and possibly switch to other models

that explicitly account for the efficiency in the usage of natural resources.

Energy drives the consumption of many limited natural resources. The ef-

ficient use of energy has become a major issue in most of countries (US,

EU, together with China). A fundamental driver of the development, in

particular during an economic crisis, is the investment on an efficient re-

sources usage. Nowadays, energy represents one of the most demanded

(hence critical) resources.

Energy, and in particular electric energy, production still relies on fos-

sil fuels like oil, natural gas, and coal, and in general on non-renewable

sources1. In the global scale, energy demand grows by the 1.6% each year

1 In Italy fossil sources of energy contribute for the 73% of the overall production
(Terna, 2008), in the EU-27 for the 61% (Eurostat, 2007) and in the US for the 68%
(Energy Information Administration, 2008).
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14 CHAPTER 1. INTRODUCTION

(World Energy Outlook, 2008) and conversely fossil source of energy are

depleting and their use is the cause of many environmental problem, such as

pollution, greenhouse gases, carbon emission, climate change. Since non-

renewable means non-sustainable, the energetic problem is strategic and

so it is seriously tackled by governments worldwide. The E.U. launched in

2009 the “20-20-20” program2 that commits member countries achieving by

the 2020 the following goals: (i) reduce the by the 20% the carbon emission,

(ii) produce at least the 20% of the primary energy by renewable sources,

(iii) reduce energy consumption by the 20% thanks to improvements on

energy efficiency. The U.S. government presented in 2008 the “New Energy

for America” plan3 aiming to invest $150 billion over the next ten years to

encourage private efforts to develop clean energy sources and technology.

Contributions The energetic problem must be addressed from both sides:

energy production and energy consumption. The focus of this thesis is re-

lated to the energy consumption side and in particular on energy efficiency.

We aim to presented a novel method for electric load scheduling that makes

energy systems more efficient. The contribution of this thesis will be both

theoretical and application-oriented. While the theoretical contribution will

be focused on modeling and analyzing the considered energy systems, the

application-oriented research will validate the derived theoretical results.

Apply real-time techniques to the resource allocation The model-

ing effort will have a solid foundation in the domain of real-time scheduling

and power minimization on multiple resources (such as multiprocessors).

Real-time scheduling can be seen as the discipline of allocating resources

2See http://ec.europa.eu/europe2020.
3See http://apps1.eere.energy.gov/news/news_detail.cfm/news_id=12194.
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different types of
electric loads

timing
parameters

real-time
scheduler

Figure 1.1: Description of the framework for electric load management using
real-time scheduling techniques: heterogeneous electrical loads are modeled
using timing parameters whose values are fed to the real-time scheduler,
which in turn triggers the actual activation of loads.

over time to a set of resource-consuming tasks, so that given constraints

(often modeled as deadlines) are satisfied. The key idea is to extend and

adapt existing scheduling techniques in the real-time computing domain to

multi-resource energy systems. This approach will allow to use state of the

art modeling techniques, scheduling algorithms and optimization methods

developed in the field of real-time computing systems to manage devices

and sub-systems in energy systems. This methodology will be achieved by

properly modeling systems in terms of the consumed/produced resources

and timing/physical constraints. Once loads have been modeled in terms

of suitable timing parameters, they can be managed by the scheduler, as

depicted in Figure 1.1. This approach has the huge potential to automate

the management of energy systems with energy efficiency as a primary goal.

Among other benefits, the vast amount of theoretical results available for

real-time scheduling systems will be exploited. The strong mathematical

background of real-time systems will simplify the development of innovative

formal models and powerful analysis techniques for energy systems.

The developed methodologies and models must be able to span onto dif-

ferent system granularities. The multi-resource scheduling problem presents

Real-Time Physical Systems and Electric Load Scheduling



16 CHAPTER 1. INTRODUCTION

at least the following levels of investigation:

1. Device level (for example, a single appliance). Each device may

have constraints that have to be satisfied (“a refrigerator must keep

the temperature within a given interval”) and it is possible to drive

each single component to achieve a desired goal (a lower peak con-

sumption).

2. Network level. Several devices can be grouped on the basis of spe-

cific spatial partitioning (“all the appliances in the same house”) and

controlled in a coordinated manner. For example, a set of appliances

can be scheduled to balance the overall peak power demand. In an

industrial scenario, a set of plants can be coordinated to achieve the

manufacturing of a desired number of products, while optimizing the

consumed energy.

3. District/city level. It may be possible to schedule on a larger

space/time scale the power demanding subjects to balance between

daylight activities, that usually involve human operators, and nightly

activities, that can typically address industrial tasks, or residential

and industrial areas.

These characteristics of power demand and supply suggest that the

same hierarchical scheduling methodologies that have been developed for

the real-time scheduling can be applied in this domain as well. Following

this methodology, several resource demands at the same abstraction level

are aggregated to constitute a demand at the upper level. This allows the

decomposition of a high level goal into many lower level goals.

Controlling the system After the involved quantities are modeled, it is

necessary to establish a policy that governs the systems under control. In

Marco L. Della Vedova
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control systems, for example, this happens when the periods of controllers

are selected such that deviation between the sampled state and the state

evolution is minimized. The optimal policy design is the phase where pa-

rameters are selected by a formal technique (e.g. optimization methods)

and not by the designers.

The management of resource consumption can follow two different con-

trol strategies: proactive or reactive. Proactive control can be implemented

when a deeper knowledge of the involved physical process is available. In

this case the resource allocation is established in a given sequence that aims

at reducing the cost function (e.g., the peak consumption). In this case,

the detailed knowledge of resource requirements allows the adoption of open

loop controllers. However, in many circumstances the modeling of resource

consumption can not be a priori determined. Therefore, a proactive con-

trol strategy is not possible. This happens, for example, in very complex

systems or when some unpredictable actions can change the resource re-

quirement (for example, frequently opening a refrigerator). In such cases a

closed loop controller is more appropriate. Reactive control is based on a

feedback loop between the measured physical value and the expected set-

point. In the considered systems, this will establish a relationship between

the actual consumed resource and allocated resources. Both approaches will

be investigated, as well as their combination. In fact, the overall resource

requirement of combined systems (such as a house) is the composition of

both well known and uncertain events. Hence, a methodology that inte-

grates both approaches is essential for a realistic environment.

A simple example is provided to show the optimal policy design in proac-

tive control. One of the most important goals to achieve when scheduling

electric loads is to reduce the peak requirement. This explains why the elec-

tricity meter may have the possibility to automatically cut off the power link

Real-Time Physical Systems and Electric Load Scheduling



18 CHAPTER 1. INTRODUCTION

when the peak bound is exceeded. All components of the electric grid must

be dimensioned to bear the peak request. Hence any effort in the reduction

of the peak requirement can be translated into a direct cost reduction.

On the other hand, many devices have physical constraints to be guar-

anteed. Suppose that in a house two refrigerators have to keep their internal

temperature between 1◦C and 4◦C (Celsius degrees). If they both work ac-

cording to a classic threshold mechanism, then the temperature and their

energy consumption evolve as indicated in the figure below.

Figure 1.2: Power consumption and internal temperature of two non-
coordinated refrigerators

For simplicity in this experiment the two refrigerators are modeled by

a first order system, and their power consumption is either absent (0) or

full (1). Nonetheless, the dynamics of the power consumption is similar if

a more detailed modeling is assumed. It can be noticed in the figure that

sometimes it happens that the two devices are active at the same time,

achieving a peak consumption that is twice the single consumption. By a

proper scheduling of the switching it is possible to meet the temperature

constraint without doubling the peak consumption, as shown below.

In the switching scheme represented in the figure it can be noticed that

Marco L. Della Vedova
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Figure 1.3: Power consumption and internal temperature of two coordinated
refrigerators

it is possible to switch on the second device only in the intervals where the

first device is off, without violating the temperature constraint. Clearly

this extremely simple example aims at illustrating only a trivial case when

smart scheduling policies can reduce the peak consumption.

In more general scenarios, the consumption is a continuous variable,

and the actions that can be undertaken may be continuous as well (the

motors can be driven with different speeds). Moreover, the power consum-

ing devices may have precedence constraints, for example when a product

must undergo to a sequence of stages. All these cases makes the schedul-

ing problem more complex, and suitable algorithms and analysis must be

investigated to guarantee the application constraints.

Even in more realistic scenario, the picture does not change significantly.

In the example below (Figure 1.4) the energy consumption of an apartment

has been monitored for 5 hours (upper-left graph). The contribution of each

load to the power consumption has also been determined (lower-left graph).

In the lower-right graph, a peak load reduction around 25% is achieved by

properly scheduling some controllable loads, refrigerators compressors in

Real-Time Physical Systems and Electric Load Scheduling
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this case. Notice that other loads are not controllable. For example, the

TV can not be freely switched on and off to comply an automatic schedule

without affecting the device usability.
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Figure 1.4: Measurements of consumed power in an apartment. Left graphs
depict the normal power consumption of some electric loads, both measured
power and contributions of specific loads. Right chart shows that an adequate
scheduling of load activations provides allows to achieve a peak load reduction
of about the 25% (adapted from E. Di Palma master thesis, 2009).

1.1 Thesis organization

This chapter gave an introduction to the present thesis. The reminder of

the document is organized as follows.

Chapter 2 is a literature review about the state of the art in the field of

Electric Load Management (ELM). Due to the multi-disciplinary nature of

the field, it has been necessary to introduce a taxonomy between keywords

in order to identify synonyms and relationships between them and eventu-

Marco L. Della Vedova



1.1. THESIS ORGANIZATION 21

ally to perform a Systematic Literature Review. In addition, a selection of

publications has been commented further.

Chapter 3 is a brief introduction to Real-Time systems. All the notions,

which our proposed methodology is based on, are presented thereby.

The main theoretical contribution of this thesis is Chapter 4, where

Real-Time Physical System (RTPS) models are described in details. We

first show the general RTPS model and then the feasibility analysis for each

specific dynamical system model. This chapter aims to answer the question

about finding appropriate timing parameters for modeling electric loads in

order to meet some kind of user requirements. Once electric loads have

been modeled in such way, then they can be included in the RTPS control

scheme.

Chapter 5 treats the application of RTPS to Electric Load Management.

The goal is to reduce the peak power demand of a set of electric loads

without affecting the quality of service.

Results for selected case studies are discussed in Chapter 6. The pro-

posed RTPS scheme proves to have excellent performance on reducing the

peak load. For example, for a set of a hundred Heating, Ventilation and

Air Conditioning (HVAC) devices, RTPS scheme recorded an improvement

of 31% in average conditions, and up to 71% in worst-case conditions, with

respect to traditional thermostatic control.

At last, Chapter 7 states concluding remarks.

Real-Time Physical Systems and Electric Load Scheduling
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2.1 Introduction

Balancing the power demand curve is big challenge for the power delivery

system. The problem is that electric power production has to constantly

match the consumption because nowadays an efficient system to store en-

ergy does not exist. Therefore, dealing with a highly variable power demand

is a big issue for the utilities. Figure 2.1 shows the overall power demand in

Italy as a nation in 2012. The curve is anything but flat: the ratio between

the peak (i.e., about 50GW) and the minimum power (i.e., about 30GW)

required during an average day is 1.6, meaning that the peak corresponds

to the 60% more than the minimum power.

Peak load conditions are bad, for all players of the power delivery sys-

tem. Energy providers have the problem that the less efficient (and the

most polluting) power plants are the most expensive to stop. For example,

interrupt the working operation of a gas turbine is much more complicated

than stop a hydroelectric generation unit. As a consequence, power plants

that use renewable sources are not used at their full capacity, since it is

more convenient to stop them instead of the other plants. Moreover, all

the power distribution infrastructure must be dimensioned for the peak.

End-users pay all this disadvantage, for example with the critical-peak tar-

iffs.

So, it is desirable to have a flatter power demand curve both at a na-

tional level and a building level. New technologies enable new approaches

to this issue: the emerging Smart Grid at the national level and embedded

systems for smaller systems.

The research trend on embedded systems is focusing on the integration

of computing resources within the physical system under monitoring and

control. This approach represents the foundation of Cyber-Physical System

Marco L. Della Vedova
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Figure 2.1: Italian power demand curve during 2012. Source: Terna monthly
report, Dec. 2012, available on http://www.terna.it.

(CPS) (Lee and Seshia [42]). The most relevant characteristic of a CPS is

the tight integration between the physical process under control and the

controlling digital computing system. Key issues in CPS are sensing and

actuation, the modeling of the physical system, real-time computing, and

networking. Example applications for CPS are in the field of manufacturing

control, energy systems, automotive and avionics systems, traffic control,

medical systems, cooperative robotics and smart buildings (see (Stankovic

et al. [66]) for detailed examples).

Home and industrial automation systems more and more require to ad-

dress the issue of energy efficiency. Cyber-Physical Energy System (CPES)

are a dedicated case of CPS dealing with energy systems (Morris et al.

[52]). The research on CPES mainly focuses on power systems. In those

systems, embedded computing is integrated within the energy system to

gather information about the most relevant parameters, such as voltage,

Real-Time Physical Systems and Electric Load Scheduling

http://www.terna.it


26 CHAPTER 2. ELM LITERATURE REVIEW

current, phases, consumed energy and power. Environmental parameters,

as temperature, humidity and pressure, are also important for system char-

acterization. Acquired data are then combined and processed to generate

suitable control commands to achieve the desired application goal. Typical

goals include efficient power and energy usage.

The Smart Grid is an example of a highly automated power system.

Smart grids focus on the interaction between electricity suppliers and users,

where a two-way flow of energy between (distributed) providers and users

is supported by a pervasive and interconnected information infrastructure.

Monitoring and control tasks can be applied on components of a CPES

by a set of networked embedded devices to perform the so-called Electric

Load Management (ELM). Figure 2.2 provides an example of networked

electric components at building and neighborhood level. The figure repre-

sents consuming, generation (solar cells) and storage (electric cars) units.

Devices are coordinated through their interconnection to a communication

network. Several buildings can be managed leveraging the same communi-

cation network.

Electric Load Management has gained a lot of interest in the last years.

The multidisciplinary nature of ELM caused the spread of many keywords.

Figure 2.3 shows the frequency of some keywords in the scientific literature

by a so-called word cloud1 visualization, in which the font size is propor-

tional to the number of papers that contain the keyword in the title or in

the abstract until 2012. Figure 2.4 shows the number of results in Google

search. It is interesting to see that the popularity of some keywords in web

pages number is inverse in respect of the scientific literature. In particu-

lar, a list in decreasing order of popularity for web searches is: demand

1See Wikipedia, The Free Encyclopedia – http://en.wikipedia.org/w/index.php?

title=Tag_cloud&oldid=539553855 for further details.

Marco L. Della Vedova

http://en.wikipedia.org/w/index.php?title=Tag_cloud&oldid=539553855
http://en.wikipedia.org/w/index.php?title=Tag_cloud&oldid=539553855


2.2. TAXONOMY 27

Figure 2.2: Cyber-Physical Energy System composed by networked electric
devices at building and neighborhood level. The interconnection is achieved
by a wireless network.

response, demand side management, electric load management; while in

the scientific literature the order is exactly the opposite: electric load man-

agement, demand side management, demand response. This fact indicates

a distance between researcher and the people interest, at least in terms of

language.

2.2 Taxonomy

As we said, due to its multidisciplinary nature, a plenty of keywords refer

to the Electric Load Management world. This section aims to keep track

of most of these keywords by identifying synonyms and relations between

them. The following convention is used for listing keyword synonyms:

• words between brackets are alternatives when separated with com-
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Figure 2.3: Word cloud visualization for some keywords related to electric
load management. The font size is proportional to the number of scientific
papers that contain it in the Scopus database.

mas;

• words between round brackets are optional;

• words between square brackets are necessary.

For example, regarding the concept of peak load reduction, in the scien-

tific literature peak load and peak demand can be found as synonyms of

peak. Moreover, shaving and clipping are often used instead of reduction.

Therefore, according to our convention, synonyms for peak load reduction

are listed as:

peak (load, demand) [reduction, shaving, clipping].

The identification of keywords and synonyms is very important for seek-

ing research papers, especially in a multidisciplinary field like this one,

where several communities tackle the problems from different points of view

and tend to publish their work within conferences and journals specific of

the original community.
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Figure 2.4: Word cloud visualization for some keywords related to electric
load management. The font size is proportional to the number of Google
search results.

It follows a list of keywords grouped by domain (technologies, tech-

niques, objectives, methods). For each keyword are indicated:

• a brief description,

• related terms, and

• the synonyms, displayed according to the aforesaid convention.

2.2.1 Technologies

Smart Grid A Smart Grid is “the integration of power, communications,

and information technologies for an improved electric power infras-

tructure serving loads while providing for an ongoing evolution of

end-use applications” (IEEE [34]). Basically, the technology of the

smart grid is the big picture that include all the other techniques and

methods.
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Smart Building A smart building is a building equipped with an inte-

grated control system that gives to it some kind of automation. If

some of this automation is related to energy and power usage, than

the smart building is an active part of the smart grid.

Related terms: intelligent energy systems.

Smart Home It is a smart building and the building is a residential build-

ing.

Synonyms: smart house.

Related terms: Home Management System, [Home, Residential, House-

hold] energy management, home automation, domotics.

Smart Load It is an electric load (e.g. household appliance) that is con-

nected and can communicate with other loads in its domain. Smart

loads are the building blocks of a smart home or a smart building.

Ultimately, it is part of a smart grid.

Synonyms: intelligent (electric) load.

Smart meter “A smart meter is usually an electrical meter that records

consumption of electric energy in intervals of an hour or less and

communicates that information at least daily back to the utility for

monitoring and billing purposes. Smart meters enable two-way com-

munication between the meter and the central system. Unlike home

energy monitors, smart meters can gather data for remote reporting.

Such an Advanced Metering Infrastructure (AMI) differs from tradi-

tional Automatic Meter Reading (AMR) in that it enables two-way

communications with the meter”2.

Related terms: advanced metering infrastructure.

2Source: Wikipedia, The Free Encyclopedia – http://en.wikipedia.org/w/index.

php?title=Smart_meter&oldid=545204777
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2.2.2 Techniques

Demand-Side Management (DSM) DSM in general refers to any ac-

tivity adopted by an electric utility that ultimately changes the util-

ity’s system load curve. It “includes everything that is done on the

demand side of an energy system, ranging from exchanging old in-

candescent light bulbs to compact fluorescent lights up to installing a

sophisticated dynamic load management system” (Palensky and Di-

etrich [59]).

Demand Response (DR) A DR program is “a tariff or program estab-

lished to motivate changes in electric use by end-use customers in

response to changes in the price of electricity over time, or to give in-

centive payments designed to induce lower electricity use at times of

high market prices or when grid reliability is jeopardized” (US Dept.

of Energy [69]).

Incentive-Based DR:

• Direct Load Control (DLC): utility or grid operator gets

access to customer loads for managing activations/deactivations.

• Interruptible/curtailable rates: customers get special contract

with limited sheds.

• Emergency demand response programs: voluntary response to

emergency signals.

• Capacity market programs: customers guarantee to pitch in

when the grid is in need.

• Demand bidding programs: customers can bid for curtailing at

attractive prices
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Figure 2.5: DSM load shape objectives. Source: (Kailas et al. [35]).

Time-Based Rates DR

• Time-of-use (TOU) rates: a static price schedule is applied.

• Critical peak pricing: a less predetermined variant of TOU.

• Real-time pricing (RTP): wholesale market prices are forwarded

to end customers.

2.2.3 Objectives

Energy Efficiency It is the most general objective considered here, and

so the most widespread term. Increasing energy efficiency is not just

about reducing the consumed energy, it is also about consuming, pro-

ducing and distributing power in a more convenient (money-wise,

environment-wise and/or comfort-wise) way. Electric load manage-

ment can have also other objectives, such as comfort, security, and

safety.

Related terms: energy optimization.
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Peak load reduction The peak load is the maximum amount of power

demanded by a set of electric loads. Reducing the peak load his an

important goal for all the actors in the power grid. The main reason

is that with the current technology it is not possible to store energy

efficiently and so power generation must match power demand at

every time instant. As a consequence of this fact, together with the

fact that the less efficient power plants are the less convenient to stop,

it turns out that flatter the power demand curve is, more efficient can

be power generation and the whole system.

Synonyms: peak (load, demand) [reduction, shaving, clipping]

Related terms: power leveling, load shifting, peak to average power

ratio

2.2.4 Methods

Electric Load Management (ELM) This term has a quite general scope.

A smart building has an ELM system that coordinates and operates

electric loads. The problem with these keywords is that has many

synonyms: so, instead of management it is possible to find terms like

scheduling or control in the literature. The absence of a widespread

term to indicate the same thing is due to the multidisciplinary nature

of this field. Different communities use different terms.

Synonyms: (Residential) (Electric) (Deferrable) Load [Scheduling,

Management, Control, Shifting, Shedding, Balancing], energy con-

sumption scheduling, power scheduling
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smart grid demand side managementdemand response electric load management

Figure 2.6: Google Trends. Interest over time of some keywords related
to electric load management measured by the number of queries to Google
Search website since 2004. The scale of the vertical axis is normalized to the
peak value. Source: http://www.google.com/trends

2.3 Systematic literature review

The primary objective of this section is to give an overview of the research

about peak load reduction in Electric Load Management through a direct

and systematic analysis of a sample of mainstream articles in the 1981–

2012 period. The study aims to investigate what constitutes this field by

examining topics, themes, and research strategies in the literature. This

establishes a benchmark for tracking the status of field development and

evolution, while focusing attention on areas required more research. The

present Systematic Literature Review (SLR) follows the principles proposed

by (Kitchenham et al. [38]).

2.3.1 Source definition

The first activity of a SLR is to define the source. Among other on line

databases, we chose to use the Sciverse Scopus database (http://info.

scopus.com) because it indexes work published in those journals, maga-
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zines, conferences, and workshops which are of recognized quality by the

research community. Scopus claims to be “the world’s largest abstract and

citation database of peer-reviewed literature with smart tools that track,

analyze and visualize research”3.

2.3.2 Studies selection

The following step of the SLR is to select the studies. Study selection

within on line databases translates to formulate the query string. The task

is not easy because of the great variety of synonyms in keywords related to

this field. For example, by using just “demand side management” as query

string, all those papers where authors refer to “demand response” but not

explicitly to DSM will be excluded from the results although they are about

the same topic. The inclusion of these latter papers is important however,

for the sake of completeness of the literature review. The definition of a

taxonomy presented in Section 2.2 appears very useful in this phase. In fact,

thanks to the synonyms definitions and to the research tools of Scopus, it is

possible to include all the important works by using the “OR” statement.

The perfect query should include all and only the relevant papers for

the subject. The use of synonyms is an attempt to avoid excluding relevant

papers. However, an abuse of “OR” statements causes the inclusion in the

results of not relevant work. This happens when one or more keywords

are used in other research fields, too. For example, “peak load” refers to

types of loads other than electric, such as weight loads in material science

or traffic peak hours in traffic control systems.

Taking into account all the aforesaid considerations and the taxonomy

presented in Section 2.2, we used the following query string on Scopus:

3Cit. http://info.scopus.com (visited on Jan. 2013).
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TITLE-ABS-KEY("demand side management" OR "demand response"

OR "electric load management" OR "home energy management" OR

"direct load control") AND TITLE-ABS-KEY("peak load" OR "peak

clipping" OR "peak shaving" OR "load shifting" OR "power

leveling" OR "power levelling" OR "load profile" OR "peak

power" OR "peak demand") AND LANGUAGE(english) AND PUBYEAR <

2013

The query is divided into three parts. The simplest is the last part, i.e.

AND LANGUAGE(english) AND PUBYEAR < 2013, by which we exclude pa-

pers in language other than English or published in the current year (2013)

from results. Including also paper from the current year brings to incom-

pleteness with respect to the analyzed period. With this choice we can

claim to have considered all the papers published until 2012, or, more pre-

cisely, all the papers until 2012 indexed by Scopus by the date when we have

performed the search (i.e., March 22, 2013). With the first and the second

part of the query, we seek papers having at least one of the listed keywords

explicitly written either in the title, or in the abstract, or in the keyword

section. The first part of the query, i.e. TITLE-ABS-KEY("demand side

management" OR "demand response" OR "electric load management"

OR "home energy management" OR "direct load control"), is related

to techniques and technologies of interest and so keywords are: demand

side management, demand response, electric load management, home en-

ergy management, direct load control. The second part of the query, i.e.

TITLE-ABS-KEY("peak load" OR "peak clipping" OR "peak shaving"

OR "load shifting" OR "power leveling" OR "power levelling" OR

"load profile" OR "peak power" OR "peak demand"), is related instead

to objectives and keywords are: peak load, peak clipping, peak shaving,
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load shifting, power leveling, power levelling (with two l), load profile,

peak power, peak demand. The query as a whole returns the intersection

between results of the first part and results of the second part. In this way,

we aim to have query which is as much as possible:

• complete, i.e. it includes (ideally) all relevant papers, thanks to the

use of synonyms and to the exclusion of the current year, and

• precise, i.e. it includes (ideally) only the relevant papers, thanks

to the intersection between keywords related to methods and those

related to objectives.

2.3.3 Preliminary results

The result for the research performed on March 22, 2013 is a set of 831

papers. Figure 2.7 shows the number of publications per year. A remarkable

increasing of the number of papers published per year happened in the very

last years. Comparing this fact with the trends of Figure 2.6, which plots

the number of researches in Google, it is evident a similarity. These facts

can be interpreted as a general rise of interest, both in scientific community

and not, in energy-related and smart grid issues. One of the main reason is,

in our opinion, the contemporary beginning of big government investments

in energy efficiency, such as the EU 20-20-20 program and the “new energy

for America” plan, both already mentioned in Chapter 1.

Figure 2.8 shows Countries from which publications come from. More

precisely it is the nation of the authors’ institution. Not surprisingly, most

of the papers are from the U.S.A., even though the interest on this topic is

world-wide: as many as 60 Countries are represented.

Figure 2.9 shows the number of publications per research area, as de-

fined within Scopus.
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Figure 2.7: Number of publications per year. Source: http://www.scopus.com

Figure 2.8: Number of publications per country. Source: http://www.scopus.

com
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Figure 2.9: Number of publications per research area. Source: http://www.

scopus.com

2.3.4 Studies further selection

The next step of the SLR is to filter the studies in order to have a smaller

number of papers to be further analyzed. We used the following two criteria:

1. first, we limit results to journal papers, reducing the total number of

woks to 335. The reason is that, generally speaking, the quality and

the maturity of journal papers is higher than conference papers. This

is not an universal rule, but it applies in most of the cases. More-

over, when a conference paper has a good success, authors usually

consider to forward an extended version to a journal. In Scopus, this

filtering can be easily done by adding to the query string the following:

AND (LIMIT-TO(SRCTYPE, "j"))

2. second, we took only the first 200 most cited papers. The obvious

reason is to consider the most influencing, and therefore important,

works. The last paper in this order has been cited 2 times, so all

papers with at least 3 citations are included in our list.
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2.3.5 Classification

The following step of the SLR is the information extraction. So, we classi-

fied all the 200 papers by manually labeling them with a set of tags. There

are two ways to classify elements. The first is to create first a classification

scheme and then place each paper in one class, or at most to a set of self-

excluding classes. The other method is using tags. Tags, unlike categories,

does not need to have a fixed classification scheme. The idea is to assign

to each paper some tags from a tag set, allowing many-to-many relations

between papers and tags. The general advantage to tag-classification with

respect to category-classification is to be free of fixed classification schemes.

It follows the list of tags used for the classification together with a very

brief description, grouped by topic.

• General purposes

– survey : the paper is a survey

– modeling : the paper presents electric load models

– control : the paper discusses control systems or algorithms

– renewables: renewable sources of energy (solar panels, wind tur-

bines, etc.) are explicitly considered in the paper

– storage: the paper explicitly refers to systems for storing energy

– experiment : the paper presents real test case scenario, not just

simulations

– economics: an economic model is discussed in the paper

– social : the paper talks about social impacts of the proposal

– not relevant : the paper topic is not relevant in this SLR; if the

query string were perfect then only relevant papers would appear

in the results
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• Domain

– industrial : the discussed method applies to an industrial domain

– residential : the discussed method applies to a residential domain

– tertiary : the discussed method applies to a tertiary domain (of-

fices, schools, etc.)

• Load type (no description is needed in this case)

– HVAC

– water heaters

– electric vehicles

– pumps

– lighting

– industrial load

– refrigerators

– heterogeneous

• Stakeholders

– end-user : the proposed method is suitable for end users

– utility : the proposed method is suitable for utilities

• Models

– dynamics: the paper discusses dynamical systems

– black-box : loads are modeled as something that just consumes

power; the physical process actuated by loads is not modeled
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– statistical : the paper introduces statistical analysis for load char-

acterization

– stochastic: stochastic/probabilistic models are used

– agent-based : the system is modeled as a multi-agent system

• Control methods (keywords refers to the method, which the discussed

approach is based on; no description is needed)

– fuzzy logic

– optimization

– expert systems

– real-time

– direct load control

• Tariffs (see Section 2.2.2 for descriptions)

– time-of-use

– critical-peak

– real-time-pricing

2.3.6 Results

The first result concerns the precision of the research query, measured as the

percentage of papers tagged as not relevant. They are 32, which corresponds

to the 16% of the total. Therefore, we can claim that the proposed query

has a precision of the 84%, which appears to be a good result, considering

the discussed difficulties about synonyms and shared keywords with other

disciplines.
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research paper, 
146, 73% 

survey, 22, 11% 

not relevant, 32, 
16% 

Figure 2.10: Paper typologies percentages. Not relevant papers are the 16%,
which is a good result in terms of query precision.

Regarding papers typology, surveys are 22 (11%) and research papers

146 (73%). Figure 2.10 summarizes the aforesaid.

Figure 2.11 shows the number of papers labeled by a tag within the

generals. Modeling, control and economic issues related to electric load

management are topics for more than a quarter of the papers. Very few

papers explicitly addresses social aspects.

Figure 2.12 shows a comparison between modeling papers and control

papers in terms of model typology. The chart shows a mismatch between

modeling and control: the majority of the papers that actually propose

models concerns statistical or dynamic models, while most of the papers

that propose control scheme treated black-box models. This latter obser-

vation suggests that most control schemes proposed in the literature do not

take into account the physical model of the process related to the electric

load, but they care just the power consumption. Conversely, our approach

takes explicitly into account both power demand and the physical system.

Figure 2.13 shows proposed methods typology. The majority of the
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Figure 2.11: Percentage of papers by general tags with respect to the total
number of papers (i.e., 200).
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Figure 2.12: Radar chart that compares modeling-related papers to control-
related papers for the type of model that is treated. It is plotted the relative
percentage.
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Figure 2.13: Methods relative percentage.

papers are about optimization. Main advantages of optimization is the

capability to include into the model many types of constraints and the

availability of well-known resolution methods. The drawback is the compu-

tational complexity that affect scalability. Our method, although does not

reach the optimal solution, has a low computational cost that allows it, for

example, to be implemented in low-power embedded systems.

Figure 2.14 lists the load types considered in the papers. There is a little

prevalence of HVAC systems, which is justified by the fact that this type of

loads consumes more than a third of the total electricity in the residential

buildings4 and about a half in commercial buildings5 (these data refer to

the U.S., but the situation is comparable in other developed Countries).

4Source: U.S. Energy Information Administration http://www.eia.gov/

energyexplained/index.cfm?page=electricity_use (visited in March, 2013).
5Source: U.S. Energy Information Administration http://www.eia.gov/

energyexplained/index.cfm?page=us_energy_commercial (visited in March, 2013).
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Figure 2.14: Papers by load types.

2.4 Comments on selected publications

The third most cited paper of the SLR list is titled “Smart Integration” (Vo-

jdani [70]), from IEEE Power and Energy Magazine. The inspirational ab-

stract states motivations, technologies and goals of the integration process

in the Smart Grid: “Electric utilities in the United States and globally

are heavily investing to upgrade their antiquated delivery, pricing, and ser-

vice networks including investments in the following areas: - smart grid,

which generally includes improvements upward of the meters all the way to

the transmission network and beyond - smart metering, sometimes called

advanced metering infrastructure (AMI), which usually includes control

and monitoring of devices and appliances inside customer premises - smart

pricing including real-time pricing (RTP) or, more broadly, time-variable

pricing, sometimes including differentiated pricing - smart devices and in-

home energy management systems such as programmable controllable ther-

mostats (PCTs) capable of making intelligent decisions based on smart

prices - peak load curtailment, demand-side management (DSM), and de-
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mand response (DR) - distributed generation, which allows customers to

be net buyers or sellers of electricity at different times and with different

tariffs, for example, plug-in hybrid electric vehicles (PHEVs), which can

be charged under differentiated prices during off-peak hours. The main

drivers of change include: - insufficient central generation capacity planned

to meet the growing demand coupled with the increasing costs of traditional

supply-side options - rising price of primary fuels including oil, natural gas,

and coal - increased concerns about global climate change associated with

conventional means of power generation - demand for higher power quality

in the digital age.” (Vojdani [70])

The literature on power systems addressing DSM approaches is wide.

Some works focuses on the modeling aspects, without proposing a control

method based on those models (Molina-Garcia et al. [51]). Optimization

methods are often adopted to minimize the peak load. Sometimes the

focus is only on the consumed power, while the underlying physical process

is neglected (Kurucz et al. [40], Wei and Chen [71]). In other cases, despite

the physical process is taken into account (e.g., sets of HVAC loads), the

adopted solutions are based on off-line algorithms that can not cope with

the dynamic nature of a large system (Lee et al. [43], Ramanathan and

Vittal [61]). Several proposals are based on artificial intelligence methods,

such as fuzzy logic (Chu et al. [14], Elgazzar et al. [27]), self-organizing

agents (Deindl et al. [17]) or expert systems (Chen and Hsu [12]). However,

the properties of these methods (and predictability in particular) are not

formally proved.

(Ericson [28]) discuss benefits of direct load control residential water

heaters with reference to Norway. The paper analyses data from an ex-

periment where residential water heaters were automatically disconnected

during peak periods. A regression model is used to predict the average

Real-Time Physical Systems and Electric Load Scheduling



48 CHAPTER 2. ELM LITERATURE REVIEW

residential consumption and loads are switched off when it is convenient

according to an econometric model. Results shows reduction both in peak

load and energy consumption. With respect to our approach, this method

is dedicated to one type of electric load.

(Dietrich et al. [26]) concerns demand response program with reference

to Spain. The paper analyses the operation of an electric system with high

wind penetration, which is modeled by means of a unit commitment prob-

lem. “Demand shifting is modeled in two different ways. Firstly, the system

operator controls the shift of demand; secondly, each consumer decides its

reaction to prices depending on its elasticity. The model is applied to the

isolated power system of Gran Canaria.” As DSM scheme, two ways to

model demand shifting measures are presented. In the first one, the de-

cision to shift demand is taken using a pure cost criterion. In the second

one, elasticities and demand functions are introduced to model demand re-

actions. Unlike our approach, end-user devices are not explicitly modeled:

the demand-side is dealt as a load that can be shifted. This is a typical

utilities-oriented approach: the focus is not on scheduling electric devices,

it is instead on the production-side of the energy.

(Newsham et al. [54]) is analysis of the peak load reductions due to

a residential direct load control program for air-conditioners in southern

Ontario (CA) in 2008. Although this paper does not propose any DLC

scheme, it presents an interesting comparison of four evaluation methods

for DLC. Results shows that average load reductions were 0.2–0.9 kW per

household, or 10–35%, which is comparable with results expected by the

application of our approach.

(Chu and Jong [13]) proposes a novel DLC method for HVAC systems

that takes into account thermal comfort of consumers and payback load

effects. The method is based on fuzzy logic and in particular on a least
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enthalpy estimation (LEE)-based thermal comfort controller. This paper

deals with complex HVAC systems, which are different with the loads con-

sidered in our approach. Focus is more on energy optimization of complex

HVAC systems, which is different from our approach that has the focus

on electric load scheduling. Another interesting work with the same focus

is (Ma et al. [49]), where the optimization is made with a model predictive

control approach.

(Subramanian et al. [67]) has an approach very similar to our proposal.

It applies classical real-time scheduling algorithms, namely Earliest Dead-

line First (EDF) and Least Laxity First (LLF), to the management of elec-

tric loads in presence of power generated by renewable sources. Results

shows a comparison between the aforesaid methods and a Model Predic-

tive Control (MPC) scheme. Authors attest that coordinated scheduling

via any of these 3 policies decreases the required reserve energy to meet

load requirements while only EDF and MPC reduce the reserve capacity

requirement.

We look with a particular interest to the work of two research groups

that recently published many good papers about Electric Load Management

and their approach is closely related to our work.

The first group is from University of Pennsylvania (USA) and key people

are T. Nghiem and G. Pappas. They proposes the so-called green scheduling

approach, which addresses peak demand reduction problem by scheduling

multiple interacting control systems within a constrained peak demand en-

velope while ensuring that safety and operational conditions are facilitated.

The peak demand envelope was formulated as a constraint on the number

of binary control inputs that can be activated simultaneously. Main works

are: (Li et al. [44], Nghiem et al. [55, 56], Nghiem [57]).

The second group, from Virginia Tech (USA), is lead by S. Shao, M. Pi-
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pattanasomporn and S. Rahman (Kuzlu et al. [41], Pipattanasomporn et al.

[60], Shao et al. [62, 63, 64]). They studied and proposed many Home En-

ergy Management algorithms and electric load models. Unlike our RTPS

approach, the majority of their algorithms is based on load priorities, pre-

set by the user. Priority-based strategies are also a common approach to

face the load management problem. The weak point of the approach is the

manual assignment of priorities. Our approach is also inherently based on

the assignment of priorities. In fact, the scheduler dynamically determines

and activates the load having the highest priority. However, the real-time

scheduling provides an automatic method for the priority assignment on the

basis of timing parameters. Moreover, timing parameters are determined

on the basis of physical characteristics and constraints of the underlying

controlled process. This is a distinguishing feature of real-time scheduling

algorithms.
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This chapter presents some traditional results of the Real-Time schedul-

ing discipline. Contributions of this thesis, which will be presented in the

next chapters, “stands on the shoulders” of these giants.

Large parts of this chapter are adapted from (Buttazzo [7]).
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3.1 Basic concepts

Real-time systems are computing systems that must react within precise

time constraints to events in the environment. As a consequence, the correct

behavior of these systems depends not only on the value of the computation

but also on the time at which the results are produced (Stankovic and

Ramamritham [65]).

Although the term real time is frequently used in many application

fields, it is subject to different interpretations, not always correct. Often,

people say that a control system operates in real time if it is able to quickly

react to external events. According to this interpretation, a system is con-

sidered to be real-time if it is fast. The term fast, however, has a relative

meaning and does not capture the main properties that characterize these

type of systems (Buttazzo [7]).

In fact, whereas the objective of fast computing is to minimize the av-

erage response time of a given set of tasks, the objective of real-time com-

puting is to meet the individual timing requirements of each task. However

short the average response time can be, without a scientific methodology we

will never be able to guarantee the individual timing requirements of each

task in all possible circumstances. When several computational activities

have different timing constraints, average performance has little significance

for the correct behavior of the system. To better understand this issue, it

is worth thinking about this little story: “There was a man who drowned

crossing a stream with an average depth of six inches” (Buttazzo [7]).

At the process level, the main difference between a real-time and a

not-real-time task is that a real-time task is characterized by a deadline,

which is the maximum time within which it must complete its execution.

Depending on the consequences that may occur because of a missed dead-
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line, real-time tasks are usually distinguished in two classes, hard and soft :

• A real-time task is said to be hard if missing its deadline causes a

system failure.

• A real-time task is said to be soft if missing its deadline decreases

the performance of the system but does not jeopardize its correct

behavior.

3.1.1 Definitions

The most important software entity treated by any operating system is

the process, or task. A task is a computation that is executed by the

processor in a sequential fashion. When a single processor has to execute a

set of concurrent tasks – that is, tasks that can overlap in time – the Central

Processing Unit (CPU) has to be assigned to the various tasks according

to a predefined criterion, called scheduling policy. The set of rules that,

at any time, determines the order in which tasks are executed is called a

scheduling algorithm (Buttazzo [7]).

Thus, a task that could potentially execute on the CPU can be either

in execution, if it has been selected by the scheduling algorithm, or waiting

for the CPU, if another task is executing. A task waiting for the processor

is called a ready task, whereas the task in execution is called a running

task. All ready tasks waiting for the processor are kept in a queue, called

ready queue. Operating systems that handle different types of tasks may

have more than one ready queue.

In many systems that allow dynamic task activation, the running task

can be interrupted at any point, so that a more important task that arrives

in the system can immediately gain the processor and does not need to wait

in the ready queue. In this case, running task is interrupted and inserted
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in the ready queue, while the CPU is assigned to the most important ready

task which just arrived. The operation of suspending the running task and

inserting it into the ready queue is called preemption.

Given a set of tasks, J = {J1, . . . , Jn}, a schedule is an assignment

of tasks to the processor, so that each task is executed until completion.

More formally, a schedule can be defined as a function σ : R+ → N such

that ∀t ∈ R+, ∃t1, t2 such that t ∈ [t1, t2) and ∀t′ ∈ [t1, t2) σ(t) = σ(t′). In

other words, σ is an integer step function ad σ(t) = k, with k > 0, means

that task Jk is executed at time t, while σ(t) = 0 means that the CPU is

idle.

In general, a real-time task Ji can be characterized by the following

timing parameters, which are depicted in Figure 3.1:

• Request time ri: is the time at which a task becomes ready for

execution; it is also referred as arrival time or release time;

• Computation time Ci: is the time necessary to the processor for

executing the task without interruption;

• Absolute deadline di: is the time before which a task should be

completed to avoid failure (if hard), or performance degradation (if

soft);

• Relative deadline Di: is the difference between the absolute dead-

line and the request time: Di = di − ri

• Start time si: is the time at which a task starts its execution;

• Finishing time fi: is the time at which a task finishes its execution;

• Response time Ri: is the difference between the finishing time and

the request time;
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Figure 3.1: Illustration of the real-time parameters.

• Laxity Xi: is the maximum time a task can be delayed on its acti-

vation to complete within its deadline Xi = Di − Ci.

Another timing characteristic that can be specified on a real-time task

concerns the regularity of its activation. In particular, tasks can be defined

as periodic or aperiodic. Periodic tasks consist of an infinite sequence of

identical activities, called instances or jobs, that are regularly activated

at a constant rate.

The activation time of the first periodic instance is called phase. If

φi is the phase of the i-th periodic task, the activation time of the k-th

instance is given by φi+(k−1)Ti, where Ti is called period of the task. In

many practical cases, a periodic task can be completely characterized by its

period Ti, its computation time Ci and its relative deadline Di (often set

equal to the period). Moreover, the parameters Ci, Di and Ti are considered

to be constant for each instance. Aperiodic tasks also consist of an infinite

sequence of identical jobs; however, their activation is not regular. An

aperiodic task where consecutive jobs are separated by a minimum inter-

arrival time is called a sporadic task.

If n tasks are periodic and are simultaneously activated at time t = 0,
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then the schedule repeats itself every hyper-period H, where:

H = LCM({T1, T2, . . . , Tn}). (3.1)

In (3.1) LCM(Γ) returns the least common multiple in the finite set of

positive real numbers Γ.

Given the above definitions, an important figure for the periodic task

model is the processor utilization factor U tot, which is the fraction of

processor time spent in the execution of the task set. Since

Ui
.
=
Ci
Ti

(3.2)

is the fraction of processor time spent in the executing the i-th task, the

utilization factor for n tasks is given by

U tot =
n∑
i=1

Ci
Ti
. (3.3)

The processor utilization factor provides a measure of the computational

load on the CPU due to the periodic task set. Although the CPU utilization

can be improved by increasing tasks’ computation times or by decreasing

their periods, there exists a maximum value of U tot below which the task

set R is schedulable and above which it is not. Such a limit depends on the

task set and on the algorithm used to schedule the tasks. Let Uub(R,A) be

the upper bound of the processor utilization factor for a task set R under

a given algorithm A.

When U tot = Uub(R,A), the set R is said to fully utilize the processor.

In this situation, R is schedulable by A, but an increase in the compu-

tation time in any of the tasks will make the set infeasible. For a given
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algorithm A, the least upper bound U lub(A) of the processor utilization

factor is the minimum of the utilization factors over all task sets that fully

utilize processor:

U lub(A) = min
R

Uub(R,A). (3.4)

U lub defines an important characteristic of a scheduling algorithm be-

cause it allows to easily verify the schedulability of a task set. In fact, any

task set whose processor utilization factor is below this bound is schedula-

ble by the algorithm. On the other hand, utilization above this bound can

be either schedulable or not, depending on relation among periods of the

tasks.

If the utilization factor of a task set is greater than one, the task set

cannot be scheduled by any algorithm.

3.2 Scheduling algorithms

In general, to define a scheduling problem we need to specify three sets: a

set of n tasks J = {J1, . . . , Jn}, a set of m processors P = {P1, . . . , Pm},
and a set of r types of resources R = {R1, . . . , Rr}. Moreover, prece-

dence relations among tasks can be specified through a direct acyclic graph,

and timing constraints can be associated with each task. In this context,

scheduling means assign processors from P and resources from R to task

from J in order to complete all tasks under the imposed constraints. This

problem, in its general form, has been shown to be NP-complete and hence

computationally intractable (Garey and Johnson [32]).
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3.2.1 Classification

Among the great variety of algorithms proposed for scheduling real-time

tasks, we can identify the following main classes:

• Preemptive: with preemptive algorithms, the running task can be

interrupted at any time to assign the processor to another active task,

according to a predefined scheduling policy;

• Non-preemptive: with non-preemptive algorithms, a tasks, once

started, is executed by the processor until completion. In this case,

all scheduling decisions are taken as a task terminate its execution.

• Static: static algorithms are those in which scheduling decisions are

based on fixed parameters, assigned to tasks before their activation.

• Dynamic: Dynamic algorithms are those in which scheduling de-

cisions are based on dynamic parameters that may change during

system evolution

• Off line: We say that a scheduling algorithm is used off line if it

is executed on the entire task set before actual task activation. The

schedule generated in this way is stored in a table and later executed

by a dispatcher.

• On line: We say that a scheduling algorithm is used on line if schedul-

ing decisions are taken at runtime every time a new task enters the

system or when a running task terminates.

• Optimal: an algorithm is said to be optimal if it minimizes some

given cost function defined over the task set. When no cost function

is defined and the only concern is to achieve a feasible schedule, then
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an algorithm is said to be optimal if it always finds a feasible schedule

whenever there exists one.

• Heuristic: An algorithm is said to be heuristic if it searches for a

feasible schedule using an objective function. Heuristic algorithm do

not guarantee to find the optimal schedule, even if there exists one.

3.2.2 Rate monotonic scheduling

The Rate Monotonic (RM) scheduling is a simple rule that assigns priorities

to tasks according to their request rates. Specifically, tasks with higher re-

quest rates (that is, with shorter periods) will have higher priorities. Since

periods are constant, RM is a fixed-priority assignment: priorities are as-

signed to tasks before execution and do not change over time. Moreover,

RM is intrinsically preemptive: the currently executing task is preempted

by a newly arrived task whit shorter period.

(Liu and Layland [45]) showed that RM is optimal among all fixed-

priority assignments, in the sense that no other fixed-priority algorithm

can schedule a task set that cannot be scheduled by RM. The least upper

bound for RM is

U lub(RM) = n(21/n − 1) (3.5)

where n is the number of tasks.

Figure 3.2 shows an example of a RM schedule of three tasks.

3.2.3 Earliest Deadline First

The Earliest Deadline First (EDF) algorithm is a dynamic scheduling rule

that selects tasks according to their absolute deadlines. Specifically, tasks
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0 10 15 20 255

Figure 3.2: Example of RM schedule. Tasks have deadline equals to period
and are indicated by Ri (Ci, Ti)

with earlier deadlines will be executed at higher priorities. Since the abso-

lute deadline of a periodic task depends on the current kth instance as

di,k = φi + (k − 1)Ti +Di, (3.6)

EDF is a dynamic priority assignment (at a task level), although the priority

of each job is fixed. Moreover, it is intrinsically preemptive: the currently

executing task is preempted whenever another periodic instance with earlier

deadline becomes active.

Notice that EDF does not make any specific assumption on the period-

icity of the tasks; hence it can be used for scheduling periodic as well as

aperiodic tasks. In (Dertouzos [24]) it is proved that EDF is optimal in

the sense of feasibility. This means that if there exists a feasible schedule

for a task set, then EDF is able to find it.

For task set with deadlines equal to periods, the least upper bound for

EDF is

U lub(EDF) = 1. (3.7)
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0 10 15 20 255

Figure 3.3: Example of EDF schedule. Tasks have deadline equals to period
and are indicated by Ri (Ci, Ti)

Therefore, a periodic task set with deadlines equal to periods is schedulable

with EDF if and only if
n∑
i=1

Ci
Ti
≤ 1. (3.8)

Figure 3.3 shows an example of a EDF schedule of three tasks.

For any sporadic task and any real number t ≥ 0, the demand bound

function DBF(Ri, t) is the largest cumulative execution requirement of

all jobs that can be generated by Ri to have both their arrival times and

their deadlines within a contiguous interval of length t. It has been shown

(Baruah et al. [4]) that the cumulative execution requirement of jobs over

an interval [t0, t0 + t) is maximized if one job arrives at the start of the

interval — i.e., at time-instant t0 — and subsequent jobs arrive as rapidly

as permitted. (3.9) below follows directly:

DBF(Ri, t) .
= max

(
0,

(⌊
t−Di

Ti

⌋
+ 1

)
× Ci

)
. (3.9)
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For a sporadic task set with relative deadlines less than or equal to

periods, it can be scheduled by EDF if and only if

∀L ∈ D
n∑
i=1

DBF(Ri, L) ≤ L (3.10)

where

D = {dk : dk ≤ min(L∗, H)}

and

L∗ =

∑n
i=1(Ti −Di)Ui

1− U tot

It can be easily shown that for deadlines equals to periods, (3.8) and

(3.10) are equivalent. In summary, the schedulability test for a generic

sporadic task set using EDF is (3.10); when deadlines are equals to periods,

the test reduces to (3.8).

3.2.4 Limited Preemption EDF

The optimality of the Earliest Deadline First scheduler for uniprocessor

systems is one of the main reasons behind the popularity of this algorithm

among real-time systems. The ability of fully utilizing the computational

power of a processing unit however requires the possibility of preempting

a task before its completion. In many systems, limiting preemptions is

desirable. Arbitrary preemptions, in fact, can introduce a significant run-

time overhead and may cause high fluctuations in task execution times, so

degrading system predictability. The limited-preemption EDF algorithm

permits preemption where necessary for maintaining feasibility, but at-

tempts to avoid unnecessary preemptions during runtime. This is done

by determining, for each task in the system, the longest amount of time for
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which the task may execute non-preemptively without compromising the

feasibility of the system.

Definition 1 (Non-preemption chunck)

The non-preemption parameter qi is the longest amount of time for which

the i-th task may execute non-preemptively without compromising the fea-

sibility of the system.

In (Baruah [2]) it has been shown how to compute qi, i = 1, . . . , n

efficiently. Algorithm 1 reports the method.

The implementation of a limited-preemption EDF scheduler requires a

mechanism to enforce the maximum time for which an executing task could

delay the preemption requests of higher priority jobs. This can be done by

setting a timer to the corresponding value at the time a preemption is

requested. Note that the timer is set only at the first time a higher priority

job tries to preempt the executing task. Additional preemption requests

from other jobs can be ignored until the timer expires. When this happens,

an interrupt is triggered whose only effect is to call the scheduling function.

The scheduler will then simply select for execution the job with the earliest

deadline, according to the EDF rules.

The operations involved are therefore just the following (Bertogna and

Baruah [5]):

• At the beginning, the earliest deadline task is selected for execution.

• The first time a higher priority job arrives, the time-to-deadline of

the executing task is computed as the difference between absolute

deadline and current time. The value corresponding to the computed

time-to-deadline is used to program a timer.
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Algorithm 1 Algorithm for computing the non-preemption parameters
qi – maximum non-preemptive chunks – for a collection of sporadic tasks
(Baruah [2]).

Input: Sporadic task system R = {R1, . . . ,Rn}; Ri = (Ci, Di, Ti) for all
i, 1 ≤ i ≤ n. Let d1, d2, . . . denote the time-instants, in increasing order
(i.e., dk < dk+1 for all k), at which some task in R has a deadline if each
task Ri generates its first job at time-instant 0 and subsequent jobs exactly
Ti time-units apart.
Output: Non-preemption parameters qi and system feasibility check.

SLACK(d1) := d1 −
∑

i DBF(Ri, d1)
for all k do

if dk > T ∗(R) then
the system is feasible

end if
SLACK(dk) := min (SLACK(dk−1, dk −

∑
i DBF(Ri, dk))

if SLACK(dk) < 0 then
the system is infeasible

end if
if dk = Di for some task i ∈ (1, . . . , n) then
qi := SLACK(dk)

end if
end for
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• Further preemption requests arriving before the timer expires are ig-

nored.

• When the timer expires, or a task completes its execution, stop the

timer and return to the first point.

(Buttazzo et al. [9]) is a recent survey about limited preemption appli-

cations in real-time systems.

3.3 Multiprocessors scheduling

This section is adapted from (Carpenter et al. [11]).

Traditionally, there have been two approaches for scheduling periodic

task systems on multiprocessors: partitioning and global scheduling.

In global scheduling, all eligible tasks are stored in a single priority-

ordered queue; the global scheduler selects for execution the highest priority

tasks from this queue. Unfortunately, using this approach with optimal

uniprocessor scheduling algorithms, such as the RM and EDF algorithms,

may result in arbitrarily low processor utilization in multiprocessor systems

(Dhall and Liu [25]).

In partitioning, each task is assigned to a single processor, on which

each of its jobs will execute, and processors are scheduled independently.

The main advantage of partitioning approaches is that they reduce a multi-

processor scheduling problem to a set of uniprocessor ones. Unfortunately,

partitioning has two negative consequences. First, finding an optimal as-

signment of tasks to processors is a bin-packing problem, which is NP-hard

in the strong sense. Thus, tasks are usually partitioned using non-optimal

heuristics. Second, as shown later, task systems exist that are schedulable
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if and only if tasks are not partitioned. Still, partitioning approaches are

widely used by system designers.

In differentiating among multiprocessor scheduling algorithms according

to the degree of migration allowed, the following three categories can be

distinguished:

1. No migration (partitioned) – In partitioned scheduling algorithms,

the set of tasks is partitioned into as many disjoint subsets as there

are processors available, and each such subset is associated with a

unique processor. All jobs generated by the tasks in a subset must

execute only upon the corresponding processor.

2. Restricted migration – In this category of scheduling algorithms,

each job must execute entirely upon a single processor. However,

different jobs of the same task may execute upon different processors.

Thus, the runtime context of each job needs to be maintained upon

only one processor; however, the task-level context may be migrated.

3. Full migration – No restrictions are placed upon interprocessor mi-

gration.

In differentiating among scheduling algorithms according to the com-

plexity of the priority scheme, three other categories are considered:

1. Static priorities – A unique priority is associated with each task,

and all jobs generated by a task have the priority associated with that

task. Thus, if task T1 has higher priority than task T2, then whenever

both have active jobs, T1’s job will have priority over T2’s job. An

example of a scheduling algorithm in this class is the RM algorithm.

2. Job-level dynamic priorities – For every pair of jobs Ji and Jj , if

Ji has higher priority than Jj at some instant in time, then Ji always
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static job-level dynamic
unrestricted dy-
namic

full migra-
tion

M2

3M−2
≤ U lub ≤

M+1
2

M2

2M−1
≤ U lub ≤

M+1
2

U lub = M

restricted
migration

U lub ≤ M+1
2

M − α(M − 1) ≤
U lub ≤ M+1

2

M − α(M − 1) ≤
U lub ≤ M+1

2

partitioned
(
√

2−1)M ≤ U lub ≤
M+1

1+21/(M+1)

U lub = M+1
2

U lub = M+1
2

Table 3.1: Known bounds on worst-case achievable utilization (denoted U lub)
for different classes of multi-processors scheduling algorithms. The number
of processors is denoted by M .

has higher priority than Jj . An example of a scheduling algorithm

that is in this class, but not the previous class, is EDF.

3. Unrestricted dynamic priorities – No restrictions are placed on

the priorities that may be assigned to jobs, and the relative priority of

two jobs may change at any time. An example scheduling algorithm

that is in this class, but not the previous two classes, is the Least

Laxity First (LLF) algorithm (Dertouzos and Mok [23]).

Table 3.1 summarizes the known bounds on worst-case achievable uti-

lization for algorithms belonging to aforesaid categories.
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A Real-Time Physical System (RTPS) is a time-dependent controlled

switched hybrid system (Daafouz et al. [16]), in which the switching signal is

generated by a scheduler that operates according to a real-time scheduling

algorithm. The name aims to capture the nature of RTPS as an extension

of traditional Real-Time systems that copes with some physical quantities

of interest under control.

The name is inspired by the emerging field of Cyber-Physical System

(CPS) (Lee and Seshia [42]). In CPS, embedded computers and networks

monitor and control the physical processes, usually with feedback loops

where physical processes affect computations and vice versa. In RTPS the

“physical” component of the system is modeled with a switched dynamical

system, while the “cyber” component is the scheduling technique, which

leverages the Real-Time systems theory.
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4.1 General model

The most general model of a RTPS is composed by a set of m ON/OFF

actuators that act on a system characterized by n physical quantities of

interest.

4.1.1 Dynamical system

The dynamics of the system is described by a time-dependent controlled

switched hybrid system (Daafouz et al. [16]), defined by the following equa-

tions:

Φ :


dx(t)

dt
= fs(t) (x(t)) + d(t)

x(0) = x0

(4.1)

Terms in (4.1) are:

• t ∈ R+ is the continuous time span;

• x(t) = [x1(t) . . . xn(t)] ∈ Rn is the vector of n state variables;

• x0 =∈ Rn is the state variable initial value;

• s(t) ∈ Bm ≡ {0, 1}m ≡ {OFF,ON}m is the operation mode of the

system;

• si(t) ∈ B with i = 1 . . .m is the operation mode (or activation status)

of the i-th actuator;

• s : R+ → Bm = [s1 . . . sm] is called switching signal or schedule;

• fs(t) is a set of 2m vector fields representing the dynamics of the

system;
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x(t)

t

1

0

s(t)

Figure 4.1: Evolution over time example of a RTPS composed by one load.
The state variable decreases while the switching signal is equal to 1 and it
increases when the switching signal is equal to 0.

• d : R+ → Rn is a disturbance.

The notation Φ refers to the whole dynamical system defined by x, fs, d

and x0. Figure 4.1 shows an example of the evolution over time of a RTPS.

4.1.2 Switching signal

The cyber component of a Real-Time Physical System concerns the schedul-

ing of actuators activity. The distinguishing point of a RTPS is that the

switching signal is generated by a real-time scheduling algorithm, such as

the Earliest Deadline First (EDF) (see Section 3.2.3). Actuators form the

so-called “load set”, which is therefore composed by m loads. According

to the periodic task model for real-time computing tasks, to each load is
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assigned a tuple of timing parameters:

Ri .= (Ti, Di, Ci, Pi) i = 1, . . . ,m (4.2)

where, similarly to what introduced in Chapter 3:

• Ti ∈ R+ is the so-called period, which is the minimum time frame

between two consecutive request times. A request time ri,k is de-

fined as the k-th request for activating the load; it holds ri,k+1−ri,k =

Ti,k > Ti, k ∈ N. In the periodic task model, periods are constant

for all system lifetime, i.e. Ti,k = Ti, ∀k ∈ N. Note that we use the

word “period” to refer either to the time interval [ri,k, ri,k+1] or to Ti,

which is a real number. The context of the sentence should identify

clearly the meaning.

• Di ∈ R+ : Di ≤ Ti is the relative deadline; it defines the time

frame [ri,k, ri,k + Di], for k ∈ N, in which a load must perform its

activity within each period;

• Ci ∈ R+ : Ci ≤ Di represents the maximum activation time du-

ration within each period; the actual activation time can vary from

period to period and it is indicated with Ci,k;

• Pi ∈ R is a constant weighting parameter associated to the i-th load.

In traditional real-time systems, an important role is played by the

concept of Worst-Case Execution Time (WCET). The WCET is the longest

possible execution time of a real-time computing task. The WCET is used

to perform the schedulability analysis in the worst case, while during the

system behavior the actual duration of a task can be less than WCET. In
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Figure 4.2: Visualization of the timing parameters of the switching signal.

RTPS, Ci plays the role of the WCET and Ci,k is the actual activation

time, which can vary from one to another job of the task.

According to the cyber component modeling based on the sporadic task

model, (4.2) contains only the strictly required parameters, plus a weighting

parameter. Nevertheless, a load can be described with different parameters

defined by the system designer. Depending on the selected model, an ade-

quate real-time scheduling algorithm will be used to manage the access to

the limited resource by loads.

Definition 2 (RT scheduling algorithm)

A real-time scheduling algorithm A is an application that maps a set of

real-time parameters R to a schedule s, given a time unit τ ∈ R+ and the

value of the state variable x.

A : {R, τ, x} → s (4.3)

The real-time scheduling algorithm is executed by the scheduler. The

time quantum τ is the smallest time interval between two scheduling action.

If the scheduler model is in continuous time and the scheduling actions can

happen anytime, we indicate τ = 0+ by convention meaning that τ is
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infinitesimally close to zero. The algorithm is said to be closed-loop if it

considers the actual value of the state variables x to produce the schedule;

it is said open-loop otherwise. The value Ci,k is determined by the online

control policy at the ri,k request time.

The scheduler, under some conditions later discussed, generates valid

switching signals. The concept of validity for switching signal is stated by

the following definitions.

Definition 3 (Local validity)

Given a set of timing parameters Ri and a time interval between two request

times ri,p and ri,q (with q > p ≥ 0), the class SRi

[ri,p,ri,q ] of all valid signals

on the time interval [ri,p, ri,q] is defined as follows:

SRi

[ri,p,ri,q ] :=

{
si : R+ → B

∣∣∣∣ (4.5a) and (4.5b)

}
(4.4)

ˆ ri,k+Di

ri,k

si(t) dt = Ci,k ∀k : p ≤ k < q (4.5a)

si(t) = 0 ∀t ∈ (ri,k +Di, ri,k+1) ∀k : p ≤ k < q (4.5b)

A switching signal is said to be valid within the time interval [ri,p, ri,q] if

it belongs to the class of validity, i.e., si ∈ SRi

[ri,p,ri,q ].

Based on Definition 3, a switching signal is valid within the time interval

if it always assigns to each load an amount of activity time equal to Ci,k.

Condition (4.5a) states that all the activity time within a period must be

before the deadline. Condition (4.5b) states that the load must be OFF
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during the time interval between a deadline and the consecutive request

time.

Definition 4 (Global validity)

A switching signal si is said to be globally valid, or just valid, if and only

if it belongs to the class of validity within all time intervals. The class of

globally valid signals is indicated with SRi∞ . Formally:

si ∈ SRi
∞ iif si ∈ SRi

[ri,0,ri,q ], ∀q > 0 (4.6)

Definitions 3 and 4 are crucial for all the analysis in the reminder of the

chapter. Note that those definitions regards just switching signals and not

the state variable.

The next definition refers to the system as a whole and it regards all

together the individual switching signals that compose the schedule.

Definition 5 (Valid schedule)

A schedule s is said to be valid when all the switching signals si are globally

valid.

s ∈ SR∞ iif si ∈ SRi
∞ , ∀i ∈ [1, m] (4.7)

A valid schedule can be generated, for instance, by a real-time schedul-

ing algorithm as EDF or RM when the real-time parameters R have certain

properties. For all scheduling algorithms there exists a specific schedula-

bility test TA(R) that check those properties. In general, a schedulability

test is defined as follows.
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Definition 6 (Schedulability test)

A schedulability test TA for the scheduling algorithm A is defined as the

following function of R:

TA(R) =

{
1 if a valid schedule exists

0 otherwise
(4.8)

To derive results in following sections, two common figures used in real-

time systems are recalled here: the load utilization Ui
.
= Ci/Ti (3.2) and the

total utilization U tot .
=
∑m

i=1 Ui (3.3). While Ui ≤ 1 is the fraction of time

in which the i-th load is active, U tot represents the total fraction of activity

time of the whole load set. The total utilization U tot is particularly useful.

In fact, it is used to perform the schedulability test of many scheduling

algorithms.

4.1.3 User requirements

User requirements Ψ are a set of constraints on the physical quantities of

interest. Formally:

x(t) ∈ Ψ(t) (4.9)

where Ψ is a time-variant convex subset of the x domain, i.e. Rn. User

requirements capture the desired behavior of the system. For example,

in many applications the physical quantities of interest must be bounded

within a given range.

User requirements can be either “hard” or “soft”. Similarly to what

happen in the context of real-time computing systems, hard user require-

ments are those that can never be violated. Soft user requirements, instead,

can be violated sometimes without compromising the correct behavior of
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the system. More violations in soft user requirements happen, poorer is the

quality of service.

4.1.4 Feasibility problem

According to previous definitions, a RTPS includes a dynamical system,

user requirements, a set of real-time parameter and a scheduling algorithm.

Formally

RTPS
.
= (Φ, Ψ, R, τ, A) (4.10)

While the dynamical system Φ and user requirements Ψ are bounded

to the underlying physical process, the real-time parameters R, the time

quantum τ , and the scheduling algorithm A can be selected by the system

designer. The selection should be made in order to obtain a feasible RTPS.

Definition 7 (Feasibility)

A RTPS (Φ,Ψ,R, τ,A) is said to be feasible if and only if user requirements

are satisfied by every valid schedule.

feasible RTPS iif s ∈ SR∞ =⇒ x(t) ∈ Ψ(t), ∀t (4.11)

Definition 8 (Feasibility problem)

The feasibility problem concerns the identification of suitable timing pa-

rameters R∗, such that (Φ,Ψ,R∗, τ,A) is feasible.

In other words, the RTPS feasibility problem concerns the identifica-

tion of the class of valid switching signals such that user requirements are
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guaranteed. This problem translates to the identification of suitable timing

parameters R∗ to drive the evolution of physical variables in compliance

with user requirements.

We study the feasibility problem with a worst-case analysis. The

methodology is based on the observation that the scheduler generates a

valid switching signal among all the possible valid signals. Therefore, the

analysis is performed considering the worst case signal, i.e., the signal that

brings to the worst possible situation in terms of user requirements vio-

lation. This allows to assess the behavior of all other “less critical” valid

switching signals. In this way the analysis is independent from the schedul-

ing algorithm A. In fact, the unique hypothesis on A is that it generates a

valid schedule. So, derived results are valid whatever the scheduling algo-

rithm A is.

Note that the worst case condition in terms of predictability for the

switching signal model is when deadlines are equal to periods. In fact, if

deadlines are less than periods than the timespan between a deadline and

the following request time is always a OFF-time. Recall that we study

the properties of the RTPS for any valid switching signal. In this context,

the timing parameters model in which deadlines are equal to periods is the

most general because the set of any valid switching signal of this model is a

superset of the set of any valid switching signal of other models. Therefore,

results derived for deadlines equal to periods in this prospective are valid

for deadlines less than periods as well.

Once suitable timing parameters have been identified, it is possible to

schedule actuators activation as if they were computing tasks in a real-time

computing system.
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4.2 Switched integrators

This system has been studied in (Della Vedova and Facchinetti [19], Fac-

chinetti and Della Vedova [29]).

4.2.1 System model

The system is composed by decoupled subsystems, which are independent

from each others. Each ON/OFF actuator operates on one physical sub-

system, i.e. m = n. The dynamics of the i-th subsystem is described by

ΦSI
i , in which the superscript SI stands for Switched Integrators:

ΦSI
i :


dxi(t)

dt
= f

si(t)
i =

−αon
i if si(t) = 1

+αoff
i if si(t) = 0

xi(0) = x̄i

(4.12)

The quantities involved in (4.12) are:

• t ∈ R+ is the continuous time span;

• xi(t) ∈ R is the state variable of the subsystem and represents the

physical quantity of interest;

• x̄i is the initial value of the state variable;

• si(t) ∈ B ≡ {0, 1} is the operation mode of the subsystem. It repre-

sents the activation status of the i-th load: si(t) = 0 if the load is not

active at time t, and conversely, si(t) = 1 when the load is active;

• si : R+ → B is called switching signal or schedule for the load i-th;
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• fsi(t)i ∈ R is the integrator dynamics’ parameter of the subsystem i-th

at time t; its value can be either −αon
i ∈ R or αoff

i ∈ R depending on

the value of si(t).

User requirements

The physical quantity of interest of each subsystem requires to be bounded

within a given working range Ψmm
i :

xi(t) ∈ Ψmm
i ≡

[
xmin
i , xmax

i

]
(4.13)

The superscript mm stands for min-max. An example of this kind of re-

quirements is the internal temperature of a refrigerator, which needs to be

maintained within the desired range.

4.2.2 Feasibility analysis

The analysis consider for the switching signal deadlines equal to periods,

which is the “worst case” condition in terms of predictability of the signal.

In fact, if deadlines are less than periods than the timespan between a

deadline and the following request time is always a OFF-time. Recall that

we study the properties of the RTPS for any valid switching signal. In

this context, the timing parameters model in which deadlines are equal to

periods is the most general because the set of any valid switching signal

of this model is a superset of the set of any valid switching signal of other

models. Therefore, results derived in this section are valid for deadlines

less than periods as well.

Real-Time Physical Systems and Electric Load Scheduling



82 CHAPTER 4. RTPS MODELS

Periodicity of state variable values

The first result regards the evolution of the state variable when the system

is driven by a valid switching signal. In particular, Observation 1 indicates

the state variable value in correspondence of request times.

Observation 1 For a dynamical system ΦSI
i (4.12) driven by a valid switch-

ing signal (4.4), it holds:

xi(ri,k+1) = xi(ri,k)− αon
i Ci,k + αoff

i (Ti,k − Ci,k) (4.14)

Proof. By integrating (4.12), it holds:

xi(t) = xi(t0)− αon
i

ˆ t

t0

si(t) dt+ αoff
i

ˆ t

t0

¬si(t) dt (4.15)

Taking into account the property of integration of Boolean functions

(b− a) =

ˆ b

a
si(t) dt+

ˆ b

a
¬si(t) dt (4.16)

and by imposing t = ri,k+1 and t0 = ri,k in (4.15), it follows:

xi(ri,k+1) =xi(ri,k)− αon
i

ˆ ri,k+1

ri,k

s(t) dt+

+ αoff
i

(
(ri,k+1 − ri,k)−

ˆ ri,k+1

ri,k

s(t) dt

) (4.17)

Finally, taking into account the Definition 3 of local validity and the def-

inition of timing parameters (4.2), the (4.14) follows by replacing the two

definitions into (4.17).
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Taking the previous observation into account, it is possible to establish

a relation between the load utilization Ui (3.2) and the dynamics of the

related physical process.

Theorem 1 (Stability for Switched Integrators RTPS)

Given a dynamical system ΦSI
i (4.12) and periodic timing parameter Ri =

(Ci, Ti), if the switching signal is valid (4.6) then it holds ∀Ti:

xi(kTi) = x̄i, ⇐⇒ Ci,k = U∗i Ti, ∀k ∈ N (4.18)

where

U∗i =
αoff
i

αon
i + αoff

i

(4.19)

Proof. Considering the the definition of load utilization Ui (3.2), the prop-

erty of periodic task model ri,k = kTi, and the initial value of the state

variable x(0) = xi(ri,0) = x̄i, Equation (4.14) can be rewritten as:

xi(kTi) = x̄i + αoff
i k(Ti − U∗i Ti)− αon

i kU
∗
i Ti (4.20)

= x̄i + kTi(α
off
i − (αoff

i + αon
i )U∗i ) (4.21)

Equation (4.18) can be easily verified by replacing the value of U∗i
into (4.20).

Theorem 1 states that, for every load, the state variable assumes the

same value x̄i at every request time ri,k if and only if its utilization is set
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as in (4.19). It also shows that, to achieve this result, the load utiliza-

tion U∗i depends only on αoff
i and αon

i . Two key consequences derive from

Observation 1 and Theorem 1. First, since a state variable assumes the

same value at every request time, the analysis of global properties (i.e.,

for every time t) of the state variable can be performed by restricting the

analysis to one period. Second, since the remaining results derived in this

section are based on Theorem 1, they hold for deadlines less than periods.

In fact, deadlines are never mentioned and results do not depend from the

actual points in time when a load is activated within a period. Therefore,

deadlines can be shortened to improve the system responsiveness without

affecting the achievement of user requirements. Clearly, the shortening can

be performed as far as timing constraints can be met by the scheduling

algorithm. This is a relevant result since, in the analysis of traditional real-

time computing systems, substantial complications arise when deadlines

are allowed to be less than periods.

Bounding the maximum state variable variation

Since we are interested to bound the state variable variation within a spec-

ified range, we introduce the definition of largest variation with respect to

x̄i within a timespan equal to a period.

Observation 2 The largest possible ascending and descending variation of

the state variable xi(t) with respect to x̄i on one period are, respectively,

δinc
i = αoff

i (Ti − Ci) (4.22)

and

δdec
i = αon

i Ci (4.23)
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Those cases happen when the consecutive ascending/decreasing time is

maximized within a period.

Proof. Since the value of xi(t) equals x̄i at each request time (Theorem 1),

we limit the analysis to the time interval [0, Ti].

Let us define t̂ as the time instant after which the state variable xi(t)

can only decrease, i.e.,

∀t : t̂ < t ≤ Ti → xi(t) < xi(t̂).

Therefore, the maximum value of xi(t) must correspond to a time

instant t∗ such as 0 < t∗ ≤ t̂. The value of xi(t̂) can be calculated by

integrating (4.12), obtaining

xi(t̂) = x̄i + αoff
i

ˆ t̂

0
¬si(t) dt− αon

i

ˆ t̂

0
si(t) dt (4.24)

The first integral corresponds to the amount of time that xi(t) increases

in the range [0, t̂], which is equal to Ti − Ci. In fact, by definition of t̂,

the range [0, t̂] contains all the amount of time that the state variable has

a negative derivative. Therefore, Ci is the amount of time that the state

variable has a positive derivative in the whole range [0, Ti], and Ti −Ci is

the amount of time that the state variable derivative is negative. Thus, it

holds

xi(t̂) = x̄i + αoff
i (Ti − Ci)− αon

i

ˆ t̂

0
si(t) dt (4.25)

The proof concludes by noticing that (4.25) is composed by two constants

and a negative term (the value of the integral). Therefore, the maximum
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(a) (b)

Figure 4.3: Examples of behavior of the state variable variation within a
period Ti (Di = Ti); right figure, in particular, represents the case when the
state variable increasing variation is maximized.

value of xi(t̂) holds when the negative term is equal to zero. In other

words, it holds

∀t : 0 < t ≤ t̂→ si(t) = 0

involving

t̂ = Ti − Ci = t∗ (4.26)

Observation 2 states that largest variations of xi(t) with respect to x̄i

take place when the whole amount of activation and deactivation times are

located either at the beginning or at the end of the time range [ri,k, ri,k+Ti].

For example, the largest increasing variation happens when the state vari-

able behaves as in Figure 4.3 (b), while in Figure 4.3 (a) the variation is less

than the largest possible one, since the consecutive activation/deactivation

time is not maximized. In other words, the load activation suffers from

preemptions1.

1In traditional real-time computing systems, the term preemption indicates the action
of temporarily interrupting a running processing activity to execute an higher priority
task; the interrupted task is resumed later.
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Observation 3 Within the same hypotheses of Theorem 1, if Ui = U∗i
then:

δinc
i = δdec

i
.
= ∆i (4.27)

Proof. Considering Theorem 1 and Observation 2, it follows:

δinc
i = αoff

i (Ti − Ci) (from (4.22))

= αoff
i (Ti − UiTi) (since Ci = UiTi)

=
Tiα

on
i α

off
i

αon
i + αoff

i

(replacing U∗i and rearranging)

and

δdec
i = αon

i Ci (from (4.23))

= αon
i UiTi (since Ci = UiTi)

=
Tiα

on
i α

off
i

αon
i + αoff

i

(replacing U∗i )

The range of feasible periods

The next relevant result is recalled by Theorem 2. It allows to calculate

the upper bound on the period Ti such that, if used together with the

load utilization U∗i (4.19), it guarantees that load the state variable xi(t) is

maintained within the required range [xmin
i , xmax

i ].
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Theorem 2 (Feasible Switched Integrators RTPS)

If timing parameters R∗i = (C∗i , T
∗
i ) are set such that

Ci,k = C∗i = U∗i T
∗
i , ∀k (4.28a)

Ti,k = T ∗i , ∀k (4.28b)

and

T ∗i < T lub
i = min

{
xmax
i − x̄i

αoff
i (1− U∗i )

,
x̄i − xmin

i

αon
i U

∗
i

}
(4.29)

then the RTPS subsystem
(
ΦSI
i ,Ψ

mm
i ,R∗i , 0+,A

)
is feasible.

Proof. Considering Observations 2 and 3, in order to keep the state vari-

able into user requirements bounds, it must be imposed:{
xmax
i ≥ x̄i + δinc

i

xmin
i ≤ x̄i − δdec

i

(4.30)

By replacing the expressions of δinc
i and δdec

i together with the value of U∗i
indicated in Theorem 1 into the previous constraint, it holds:

Ti ≤
xmax
i − x

αoff
i (1− U∗i )

Ti ≤
x− xmin

i

αon
i U

∗
i

(4.31)

Since both inequalities in (4.31) must hold, Ti is upper bounded by the

minor of the two quantities, and (4.29) follows.
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Theorem 2 allows to determine suitable values of timing parameters, i.e.

U∗i from (4.19) and T ∗i from (4.29), to achieve the requirements on physical

variables, specified by Ψmm
i (4.13).

The T lub
i value represents an upper bound on the range where the load

period could be selected. Therefore, if needed, a shorter period could also

be preferred. Such shorter value still achieves the user requirements. It

is worth to discuss the implications of such a possible choice. Shorter

periods correspond to shorter distances in time between two consecutive

request times. Therefore, shorter periods determine a sequence of acti-

vation/deactivation in which the switching events are likely to be closer

each other. This observation holds in general when a load is considered

alone, i.e., it is not affected by the activations of other loads having higher

priorities (i.e., preempted). In fact, in presence of more than one load, pre-

emptions may generate a similar effect, although in this case such behavior

does not emerge from the timing characteristics of a given load but arises

from the interaction among load activations. The effect is to narrow down

the state variable variation range around x̄i. Although in general this be-

havior may be considered as a desirable feature, a side effect needs to be

taken into account, which is related with the characteristics of the physical

process under control. Some types of electric loads, such as motors, do

not well tolerate sequences of activation/deactivation which are too close

each other, since this may have a negative impact on the actuator lifetime.

Therefore, a larger state variable variation range (once the state variable is

guaranteed to remain within the allowed range) can achieve a longer system

lifetime.
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4.3 Switched integrators with modeling errors

This type of systems has been studied in (Della Vedova and Facchinetti

[19]).

The results introduced in Section 4.2 essentially consist of an open-loop

control strategy whose parameters are tuned to meet the desired system

constraints and requirements on the state variable. In particular, the uti-

lization is set according to Theorem 1. However, this approach may lead

to the violation of user requirements when inaccuracies are present and

not properly taken into account. Inaccuracies are determined by several

factors: mismatch between the physical system and the adopted model,

rounding in calculations, noise or interference on the physical system. For

example, when the value of αoff
i and/or αon

i is subject to variations due to

external factors (with respect to the adopted model) the results of Theo-

rem 1 may no longer hold. In other words, the value of a state variable

in correspondence to the k-th request time ri,k may differ from the one in

ri,k+1. To cope with the effect of uncertainties, the relationship between

timing parameters and physical parameters requires a deeper analysis.

4.3.1 System model

This section extends the model presented in the previous section by intro-

ducing errors that model the uncertainties on

1. slopes αoff
i and αon

i and

2. time quantization.

In the perspective of coping with “hard” user requirements, uncertainties

will be modeled in terms of worst case conditions. For this purpose, every
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parameter will be modeled with an unknown real value, which is assumed

to be bounded within a given interval.

The uncertainties on state variable slopes are modeled by the parame-

ters introduced in Definition 9.

Definition 9 (Modeling error)

The difference between the real (unknown) values of the state variable slopes,

i.e. αon
i and αoff

i , and the modeled values, i.e. α̃on
i , α̃

off
i ∈ R, is bounded

such that:

‖αon
i − α̃on

i ‖ ≤ δon
i (4.32a)∥∥∥αoff

i − α̃off
i

∥∥∥ ≤ δoff
i (4.32b)

In Definition 9, the terms δon
i , δ

off
i ∈ R+ indicate the known maximum gaps

between real and modeled values.

A second source of modeling approximation is related with the quanti-

zation of real-time parameters with respect to a given time-base. Since the

controller is based on a digital clock, actual scheduling actions (i.e. load

activations/deactivations) can only occur at integer multiples of a time

quantum τ ∈ R+. The time quantum can be either imposed by the sys-

tem, e.g. by the digital clock of the computer performing the scheduling

algorithm, or it can be considered as a design parameter. In this second

case, it allows to bound the minimum amount of time between two con-

secutive switching actions of loads. In both cases, a possible source of

approximation is due to the quantization on the values of activation time

Ci and period Ti with respect to the granularity introduced by τ . Errors

determined by quantization arise since the values of real-time parameters
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derived in Theorem 2 may not necessarily be integer multiples of the time-

base τ . In presence of errors, it may happen that some requirements on the

state variable variation could be violated. Quantization errors are defined

by Definition 10.

Definition 10 (Quantization errors)

The differences between desired timing parameters, i.e. C̃i, T̃i ∈ R+, and

quantized timing parameters actually used by the controller, i.e. Ci, Ti ∈
{0, τ, 2τ, 3τ, . . . }, are so-called quantization errors δCi and δTi . Quantization

errors are less than the time quantum τ .

δCi =
∥∥∥Ci − C̃i∥∥∥ < τ (4.33a)

δTi =
∥∥∥Ti − T̃i∥∥∥ < τ (4.33b)

Supposing for example that the desired timing values are rounded to

the closest lower multiple of τ by the controller, it is straightforward to

determine the values of quantization errors by observing that

δCi = C̃i mod τ

δTi = T̃i mod τ

It is worth to note that the effect of δTi can be easily eliminated by

selecting Ti = c τ , for some c ∈ N, provided that Ti ≤ T lub
i as required by

Theorem 2.

In summary, all the results presented in the previous Section 4.2 are

still valid. However, in practice it is not possible to set U∗i properly as

indicated in the Theorem 1 because: αon
i and αoff

i are unknown, Ci and Ti

are subject to quantization error. A natural choice may be to set U∗i using
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the approximated values α̃on
i and α̃off

i . As a consequence, the state variable

may drift from the desired value x̄i because in general xi(kTi) 6= x̄i since

U∗i is calculated using “wrong” values. Anyhow, a bound on the maximum

variation of the state variable due to illustrated approximations is provided

by the following:

Observation 4 At the k-th request time, the drift of the state variable

value from its initial value is bounded to:

‖x(ri,k)− x̄i‖ ≤ kεi (4.34)

where
εi = C̃i(δ

on
i + δoff

i ) + T̃iδ
off
i + α̃on

i δ
C
i +

+ α̃off
i (δCi + δTi ) + δon

i δ
C
i + δoff

i δCi + δoff
i δTi

(4.35)

Proof. The proof is based on the observation that, once errors have been

modeled as in Definitions 9 and 10, the terms in (4.14) provided by Obser-

vation 1 are all affected by errors. The goal is to find the value of εi, which

is an upper bound on the absolute value of the error on x(kTi) by (4.34).

The value of εi can be derived from (4.14) by considering the additive and

multiplicative properties of uncertain values (see (Taylor [68]) for details).

The state variable value results to be increased or decreased by a max-

imum of εi at each subsequent request time, as illustrated in Figure 4.4.

Therefore, the system can no longer be suitably controlled by using the

value of timing parameters as calculated in absence of errors. This issue

can not be avoided unless a proper feedback on the state variable is intro-

duced to dynamically adapt real-time parameters according to measured
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x̄i

xi(t)

xmin
i

xmax
i

ri,0 ri,1 ri,2 ri,3

Ci

ǫx
ǫx

t

Figure 4.4: Effect of modeling errors. The state variable constantly drifts
from the desired value x̄i, causing the violation of user requirements.

values. In other words, it is mandatory to suitably measure the actual

value of the state variable to compensate for the effect of uncertainties.

4.3.2 Using closed-loop adaptive scheduling to cope with

uncertainties

To properly control the system in presence of errors the effect of such errors

must be canceled. For this purpose, a closed-loop approach is proposed to

adapt the value of timing parameters Ti,k and Ci,k at every request time

ri,k. The adapted value will be valid for the next time frame [ri,k, ri,k+1).

The idea is to measure the value of the state variable in correspondence

to a request time. The measured value at time t is denoted with x̂i(t).

The detected gap between measured value x̂i(ri,k) and expected value x̄i

is used to calculate the actual values of Ci,k and Ti,k. Such values are

set to guarantee that the state variable will fall into a bounded range in

correspondence to the next request time ri,k+1, and user requirements are

met in the time frame [ri,k, ri,k+1).

Since the feedback technique is based on the measurement of the state

Marco L. Della Vedova



4.3. ADAPTIVE SCHEDULING 95

variable in correspondence with request times, the measurement error is

firstly defined to account for the uncertainty on the measurement.

Definition 11 (Bounded measurement error)

The measurement error on the state variable xi(t) is bounded by a known

constant δxi , defined as

‖x̂i(t)− xi(t)‖ ≤ δxi (4.36)

where x̂i(t) represents the measured value, while xi(t) is its unknown real

value.

Considering the model for the measurement error, a theoretical result is

provided to allow the compensation of errors arising from sources modeled

by Definitions 9 to 11.

Theorem 3 (Robust Stability of Switched Integrator RTPS)

Given the dynamical system ΦSI
i (4.12), the definitions of parameter uncer-

tainties (4.32)-(4.33) and the error model on sensor measurements (4.36),

if C̃i,k and T̃i,k are set in order to balance the following equation

x̄i − x̂i(ri,k) = T̃i,kα̃
off
i − C̃i,k

(
α̃on
i + α̃off

i

)
(4.37)

then

‖xi(ri,k)− x̄i‖ ≤ εi,k + δxi , ∀k ∈ N (4.38)

Proof. The goal is to determine the values of Ti,k and Ci,k so that

xi(ri,k+1) = xi(ri,k) = x̄i in (4.14). However, the terms in (4.14) are

affected by errors with known bounds, as stated in Definitions 9 to 11,
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where known terms are x̂i, α̃
off
i , α̃on

i . Therefore, it can not be achieved to

obtain exactly xi(ri,k+1) = x̄i. However, it is guaranteed that xi(ri,k+1)

will fall in an interval containing x̄i, as stated in (4.38). This latter is ob-

tained simply from (4.14) by inserting the expression of the errors. Finally,

since xi(ri,0) = x̄i by the system model definition (4.12), (4.38) holds for

every k ∈ N.

In (4.38), the term εi,k has the same expression of εi (i.e. (4.35)) where

the terms C̃i,k and T̃i,k replace C̃i and T̃i, respectively. Considering that

possible values for period and activation time are bounded, it is possible to

bound εi,k as follows:

0 ≤ εi,k ≤ ε∗i , ∀k ∈ N. (4.39)

Theorem 3 provides a convenient method to achieve the desired system

behavior in presence of errors. In fact, the state variable is bounded in the

range x̄i ± (εi + δxi ) at each request time ri,k : ∀k ∈ N. See Figure 4.4 for

an illustration where C̃i,k is changed while T̃i,k is kept constant.

In order to meet the user requirements Ψmm
i (4.13), Theorem 2 must be

extended to take into account modeling and measurements errors and the

variability of T̃i,k and C̃i,k.

Theorem 4 (Feasibility with modeling errors)

If (adaptive) timing parameters R∗i are set such that ∀k the values of T̃i,k

and C̃i,k respect (4.37) and{
xmin
i ≤ x̂i(ri,k)− δxi − (α̃on

i + δon
i )Ci,k

xmax
i ≥ x̂i(ri,k) + δxi + (α̃off

i + δoff
i )(Ti,k − Ci,k)

(4.40)
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x̄i

xi(t)

xmin
i

xmax
i

ri,0 ri,1 ri,2 ri,3

Ci,0 Ci,1 Ci,2

ǫx
ǫx

δx
′

i

δx
′

i

t

Figure 4.5: Effect of modeling errors compensation. The state variable at
every request time ri,k is maintained within a bounded range centered in x̄i
by properly setting the value of Ci,k.

then the RTPS subsystem
(
ΦSI
i ,Ψ

mm
i ,R∗i , τ,A

)
is feasible.

Proof. Taking into account Observation 2, the maximum (minimum) pos-

sible value of the state variable xi, depending on the scheduling signal si,

occurs when the activation time is concentrated at the end (beginning) of

the time frame defined by one period. Thus it must be guaranteed that

∀k: {
xmin
i ≤ xi(ri,k)− αon

i Ci,k

xmax
i ≥ xi(ri,k) + αoff

i (Ti,k − Ci,k)
(4.41)

Considering the worst case scenario for errors that affect the terms

in (4.41), (4.40) follows directly and the thesis of the Theorem holds since

all conditions are valid ∀k.

From (4.36), (4.38) and (4.39), it follows that the gap between measure-

ment and expected value of the state variable at the k-th request time is
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bounded:

‖x̂i(ri,k)− x̄i‖ ≤ ε∗i + 2δxi , ∀k ∈ N (4.42)

Thanks to (4.42) and considering the constraints derived in (4.40), upper

bounds T lub
i and C lub

i can be calculated, respectively on period and activa-

tion time, so that user requirements are satisfied.

The opportunity to select appropriate periods and activation times at

every request time suggests some interesting considerations related to the

guarantee of timing constraints. In fact, the utilization Ui,k = Ci,k/Ti,k

ranges in an interval from 0% (i.e. when Ci,k = 0 and Ti,k > 0, which

are possible values according to the constraints) to 100% (for some Ci,k =

Ti,k > 0). From (4.37), it is possible to derive the expression of Ui,k in the

[ri,k, ri,k+1] time frame as follows:

Ui,k =
Ci,kα̃

off
i

Ci,k(α̃
off
i + α̃on

i ) + x̄i − x̂i(ri,k)
(4.43)

or, equivalently:

Ui,k =
Ti,kα̃

off
i + x̂i(ri,k)− x̄i

Ti,k(α̃
off
i + α̃on

i )
(4.44)

To simplify the presentation of subsequent results, two equivalent ex-

pressions are provided, respectively, as a function of Ci,k (4.43) and Ti,k

(4.44). In order to apply existing utilization-based schedulability tests, it

is possible to set a constant activation time Ci,k = Ci ≤ C lub
i , ∀k, and set

periods Ti,k according to the result of Theorem 3. In this case, taking into

account equations (4.42) and (4.43), the highest possible utilization can be

expressed as follows.

Ui
.
= sup

k∈N
Ui,k =

Ciα̃
off
i

Ci(α̃off
i + α̃on

i )− ε∗i − 2δxi
(4.45)
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The utilization derived in (4.45) can be used to test the schedulability of

the load set.

4.3.3 Comments on results

To summarize, to compensate for the effects of uncertainties the actual

values of Ti,k and Ci,k are adapted depending to the gap between the mea-

sured value of the state variable x̂i and its expected value x̄i. While there is

the possibility to simultaneously change both period and activation time, a

simpler solution is to keep constant one of the two parameters and change

the other one.

The option to maintain a constant period Ti and to change the activation

time Ci,k makes the resulting system identical to the well known task model

with strict periods. In this case, the longest possible activation time plays

the role of the Worst Case Execution Time (WCET) in the traditional task

model. It is straightforward to show that the longest possible activation

time occurs when the measured value of the state variable is equal to the

highest possible value. The corresponding utilization can be calculated

using (4.44), and such value can be used for the schedulability test.

The other option is to maintain a constant activation time Ci and to

change the period Ti,k at each request time. This option makes the resulting

system working as the traditional sporadic task model, where Ti represents

the minimum time frame between two consecutive request times. In this

case, the shortest possible period will occur when the measured value of

the state variable is equal to the lowest possible value, and the utilization

is expressed by (4.45). The option to dynamically change the period within
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an interval given by:

Ti,k ∈
[
Ci
Ui
,
Ci(α̃

off
i + α̃on

i ) + ε∗i + 2δxi
α̃off
i

]
(4.46)

suggests the possibility to apply techniques like the elastic scheduling (But-

tazzo et al. [8]). An interesting result could be to formally put into relation

the value of the elastic coefficient to physical system parameters. Depend-

ing on the system characteristics and requirements, the designer can choose

the most convenient option.

4.3.4 Simulation examples

A first example shows the effectiveness of the proposed closed-loop tech-

nique in compensating the effect of uncertainties. In the example, one

generic electric device acts on a subsystem. System parameters, affected

by uncertainties, are: αon = 2.0 ± 5%, αoff = 1.0 ± 2%, x̄i = 0, δxi = 0.1.

User requirements define a working range of Ψmm = [−1.0, 1.0] for the state

variable, while the time granularity is τ = 0.07. Considering to control

the device activation with the open-loop technique recalled in Section 4.2,

the value of the timing parameters derived from (4.19) and (4.29) are:

U∗ = 0.33, T lub = 1.50, T ∗ = 1.47. Considering instead to control the

device with the closed-loop technique, and in particular by fixing a pe-

riod T and varying the activation time Ck, the timing parameters, derived

from (4.35)-(4.40), are: C lub = 0.49, T = 1.33, taking into account that

δon = 0.1.

Figure 4.6 shows the behavior of both open-loop and closed-loop tech-

niques. The simulation has been done using αon = 1.9 and αoff = 1.0, i.e.,

respectively the worst and best cases for the tolerance. The figure illus-
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Figure 4.6: Example of scheduling of one load in presence of uncertainties
on physical parameters using the open-loop and closed-loop approaches. The
closed-loop scheduling successfully keeps the state variable within the desired
bounds.

trates how the physical variable steadily drifts away in absence of feedback,

while it is kept within the working range by the closed-loop method.
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4.4 Switched integrators with stochastic distur-

bance

This type of systems has been studied in (Facchinetti and Della Vedova

[30]).

4.4.1 System model

The system dynamics recalls the one presented in Section 4.2 on page 80,

with an additional disturbance signal. The system is composed by decou-

pled subsystems, which are independent from each others. Each ON/OFF

actuator operates on one physical subsystem, i.e. m = n. The dynamics of

the i-th subsystem is described by (4.12).

The variation of a state variable is described by the continuous switched

hybrid dynamical system ΦSID
i (superscript SID stands for Switched Inte-

grators with Disturbance), which is defined as follows:

ΦSID
i :

{
ẋi(t) = fsi(t) + di(t), xi(0) = xi,0

di ∼WGN(0, σ2
di

)
(4.47)

System ΦSID
i is equal to ΦSI

i (4.12) except that it includes the stochastic

additive disturbance di. The quantities involved in (4.47) are:

• t ∈ R+ is the continuous time span;

• si(t) ∈ B ≡ {0, 1} is the operation mode of the i-th load; each load

can be active (i.e. si(t) = 1) or inactive (i.e. si(t) = 0);

• s : R+ → Bn = [s1 . . . sn] is called switching signal or schedule;
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• fsi(t) is a constant value representing the system dynamics. Its value

depends on the switching signal si as follows:

fsi(t) =

−αon
i if si(t) = 1

+αoff
i if si(t) = 0

(4.48)

where αon
i > 0, αoff

i > 0.

• di is a disturbance modeled as a white Gaussian noise with zero ex-

pectation and known variance σ2
di

.

The system ΦSID
i can be seen as a Wiener process (Karatzas and Shreve

[36]). The term ΦSID refers to the whole dynamical system defined by x, fs

and x0. Without loss of generality, the noise expectation is assumed to be

null. The case of a non-null noise expectation can be brought back to the

modeled case by suitably modifying the values of fsi(t).

Each state variable xi linearly increases with a slope defined by αoff
i

when the i-th actuator is inactive (i.e., si(t) = 0), while it linearly de-

creases with slope defined by −αon
i when the actuator is active. Notice

that the decision to associate a decreasing state variable with an active

load and vice-versa does not affect the generality of the problem statement

and its solution. Despite its simplicity, the considered dynamical system

can suitably approximate more complex systems, especially when working

ranges associated with user requirements are sufficiently narrow with re-

spect to time constants, as done in (Callaway and Hiskens [10], Lu and

Shahidehpour [48], Maly and Kwan [50]).
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User requirements

For this system model, user requirements in the following form are consid-

ered:

xi(t) ∈ Ψmmt
i (t) ≡

[
xmin
i (t), xmax

i (t)
]

(4.49a)

xmin
i (t) = x̄(t)−∆i, xmax

i (t) = x̄(t) + ∆i (4.49b)

In these terms, x̄(t) can be seen as a set point and ∆i is a tolerance

around it. The region defined by user requirements will also be referred

as working range. User requirements capture the desired behavior of the

system. For example, when the physical quantity of interest is a tempera-

ture, as for HVAC systems, that quantity is usually required to be bounded

within a given range.

Set point and working range are function of t. Their value are allowed

to change over the time. This fact leads to consider transient behaviors.

A transient takes places when a state variable must reach a new set point,

after the working range has changed. Figure 4.10 shows an example of

this case. Another situation when a transient may take place is at the

system startup, when the state variable initial value is outside the working

range. Malfunctioning situations, when the lack of proper control causes a

violation of user requirements, can be brought back to a startup event. In

this case, there will be a time instant when the faulty condition is solved

and regular operations start again. From the state variable viewpoint, such

time instant can be considered as a startup instant. On the other hand, we

assume that a set point will remain unchanged at least until the completion

of a transient. The evaluation of transient behaviors is done in Section 4.5.
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4.4.2 Feasibility analysis

Recall that for the analysis switching signal is assumed to have a general

unknown behavior, while belonging to the class of signals corresponding to

a valid schedule defined by the properties stated in the “Switching signal”

section on page 72, and in particular Definition 4. Therefore, the system

analysis holds for any switching signal in that class, i.e., it is independent

from the specific scheduling pattern.

First, the state variable behavior is studied in correspondence of request

times, since switching signal properties are defined between two consecutive

request times.

Observation 5 For a dynamical system ΦSID
i (4.47) driven by switching

signal valid within the time interval [ri,k, ri,k+1] (4.4), it holds:

xi(ri,k+1) = xi(ri,k) + αoff
i (Ti,k − Ci,k)− αon

i Ci,k + ei,k (4.50a)

ei,k ∼ N
(
0, Ti,kσ

2
di

)
(4.50b)

where ei,k is a random Gaussian variable modeling the effect of the distur-

bance.

Proof. The proof is analogue to the one of Observation 1, taking into

account the basic properties of the white Gaussian noise.

From basic properties of the Weiner process, the effect of the distur-

bance, i.e. the uncertainty on the value of xi(t), increases linearly with

time. In fact it holds Var[xi(t)] = tσ2
di

. Therefore, in an open loop control

strategy, when the values of period and activation time are set at the first
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request time and kept unchanged, i.e. Ti,k = Ti and Ci,k = Ci ∀k, for a

time t large enough the state variable will be almost certainly far from the

desired value.

Closed-loop adaptive scheduling

In order to cope with the disturbance highlighted in Observation 5, it is

necessary to introduce a closed-loop control strategy. Similarly to what it

has been shown in Section 4.3, the proposed strategy is to suitably set the

value of Ci,k at each request time ri,k taking into account the measurement

x̂i(t) of the state variable xi(t). Note that it is easy to show that the dual

strategy, in which Ci is constant and Ti,k is set at each request time, would

lead to the same result.

The model of the measurement error is defined as follow:

Definition 12 (Gaussian measurement error)

The measurement error on the state variable xi(t) is affected by an uncer-

tainty defined as

x̂i(t) = xi(t) +mi, mi ∼ N(0, σ2
mi

) (4.51)

where mi is a random Gaussian variable with zero expectation and a vari-

ance σ2
mi

.

Considering the measurement error model, a theoretical result is pro-

vided to allow the compensation of disturbance.

Theorem 5 (Adaptive activation time)

Given the system model (4.47), the measurement error model (4.51), and

periodic timing parameters Ri = (Ci, Ti), if the switching signal is valid
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and ∀k
Ci,k =

Tiα
off
i − x̄i + x̂i(ri,k)

αon
i + αoff

i

(4.52)

then ∀k > 0 the state variable has the following properties:

E[xi(ri,k)] = x̄i (4.53a)

Var[xi(ri,k)] = σ2
mi

+ Tiσ
2
di

(4.53b)

Proof. Both equation (4.53a) and (4.53b) can be derived by replacing the

expression of Ci,k provided by (4.52) within (4.50a). The result is

xi(ri,k+1) = x̄i + xi(ri,k)− x̂i(ri,k) + ei,k.

By the definition of measurement error (4.51), the expected value of this

latter is the (4.53a) since E[x̂(ri,k)] = xi(ri,k). Equation (4.53b) holds

since the covariance between x̂i and ei,k is null.

Theorem 5 states that the uncertainty (i.e. the variance of xi in (4.53b))

on the state variable do not increase indefinitely with the time. In particu-

lar, at each request time the variance is constant. The result of Theorem 5

provides the actual control rule to compensate the uncertainty, which re-

quires to calculate the value of Ci,k at every request time ri,k. Such value

will be used as activation time during the next period.

Theorem 5 indicates the rule to set Ci,k at a given ri,k request time in

order to obtain an expected value of the state variable at ri,k+1 equal to

the desired value x̄i, taking into account the measurement x̂i(ri,k). Since

the term x̂(ri,k) in (4.52) is a random Gaussian variable, the term Ci,k
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is a random Gaussian variable as well. From basic properties of random

variables combination, the following properties of Ci,k can be derived:

Ci,k ∼ N(µCi , σ
2
Ci

) (4.54a)

µCi =
Tiα

off
i

αon
i + αoff

i

(4.54b)

σ2
Ci

=
σ2
mi

+ Tiσ
2
di

(αon
i + αoff

i )2
(4.54c)

Term Ci,k in (4.54a) can potentially take any real value, since σ2
Ci
≥ 0,.

However, the control policy must enforce that Ci,k ∈ [0, Ci] for schedulabil-

ity reasons, since Ci is used as worst case value in the schedulability test.

The need to limit the value of Ci,k causes the expected value of the state

variable at the next request time to differ from the desired x̄i value.

Considering Ci as a design parameter, it must be chosen within the

interval Ci ∈ [µCi , Ti]. In fact, the Ci must be less or equal than Ti for

schedulability reasons, otherwise no real-time algorithm would be able to

generate a valid schedule. On the other hand, Ci ≥ µCi is required to allow

the controller to select a Ci,k ≥ µCi . Otherwise, it would not be possible to

counterbalance a potential drift which would lead to an unbounded increase

of the state variable. For choosing Ci, a possible suitable option that limits

the probability of having Ci,k > Ci to almost 2% is

Ci = min
(
µCi + 2σ2

Ci
, Ti

)
. (4.55)

Figure 4.7 shows this aspect.

The selection of Ci represents a trade-off between larger values, suit-

able to limit the probability that Ci,k > Ci, and shorter values, which
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Figure 4.7: The probability that any value of the random variable Ci,k is
within the range [0, Ci], as a function of the timing parameter Ci. The plot
is obtained with the following parameters: αon

i = αoff
i = σ2

mi
= 1, σ2

di
= 0.1,

Ti = 10.

are desirable to reduce the total utilization, thus having the possibility to

concurrently schedule more loads.

Theorem 2 on page 87 proves that, in absence of disturbance, if the

period is set such as Ti ≤ T lub
i where

T lub
i = ∆i

(αon
i + αoff

i )

αon
i α

off
i

(4.56)

then the user requirements are satisfied for every valid switching signal.

This value is calculated considering the worst-case switching signal, which

occurs when the load activation is either all crammed at the beginning or

at the end of the time frame between two consecutive request times.

The disturbance model discussed in this section, by the nature of the

considered white Gaussian noise, does not allow a guarantee of user re-

quirements satisfaction. While it can be easily shown that a larger Ti leads
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to a higher probability to exceed the user requirements, a formal study of

such probability as a function of Ti is more complicated, and requires a

characterization in terms of probabilities of the switching signal. For this

reason, a statistical evaluation is done in Section 4.4.3, to assess the impact

of uncertainties and parameter selection on user requirements satisfaction.

4.4.3 Statistical evaluation

This section reports a statistical evaluation of the impact of disturbance and

selection of timing parameters on the achievement of user requirements.

Parameters have been randomly selected in uniform distributions within

the following ranges: n ∈ [3, 100], αon
i ∈ [0.1, 10], αoff

i ∈ [0.02, 2.5]. Other

parameters are x̄i = 0, ∆i = 1, σmi = 0. Each graph is the result of

500 schedules generate by the random parameters. The EDF scheduling

algorithm has been used for all simulations.

Figure 4.8 shows the impact of disturbance di (see (4.47)) on the user

requirements satisfaction. Each plot corresponds to one load in one of

the schedules. It shows the percentage of time in which xi is outside the

feasible region during the schedule. Each schedule has been calculated

for t̄ = 1000 time units with a simulation tick of 0.001 time unit. The

variance of the disturbance is selected from a uniform distribution in the

range σ2
di
∈ [0, 10]. The period is set as Ti = T lub

i . Plots have been divided

in two groups: loads having relatively larger periods (Ti > 2.8) and shorter

ones (Ti ≤ 2.8), where 2.8 is the average among all assigned periods. It can

be observed that the average amount of time of user requirements violation

increases linearly with σ2
di

. Loads having large periods (Ti > 2.8 in this

plot) are likely to violate the user requirements more often.

Figure 4.9 shows how the choice of Ti affects the user requirements
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Figure 4.8: Percentage of the time in which xi is outside the user requirements
as function of the disturbance variance. The period is chosen such that Ti =
T lub
i .

satisfaction. The error term εi is defined as follows:

εi
.
=

 t̄

0
(st(xi(t)− xmax

i ))2 + (st(xmin
i − xi(t)))2dt (4.57)

where st(x) = x if x > 0 and st(x) = 0 if x ≤ 0. The variance σ2
di

is set

to 1 for every load. It can be observed that the quadratic error increases

as a function of the ratio T/T lub, as T > T lub. When T < T ∗, the error is

negligible.

In both figures, the black solid line represents the median of all samples

contained within an abscissa sub-interval having width equal to 1/10 of the

whole interval on the x axis.
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Figure 4.9: Error εi (see (4.57)) varying the period Ti as ratio with T lub
i .

4.4.4 Comments on results

The fundamental observation is that, in case of constant dynamics, the

result of Theorem 5 holds independently from the time intervals when a

load is activated within a period. In other words, the behavior of a state

variable in correspondence of request times is independent from the sched-

ule within each period, provided that the load is activated for exactly Ci,k

time unit. This means that scheduling-related aspects such as preemp-

tions, jitter, or response time, do not affect the system behavior in terms

of user requirements satisfaction. For the same reason, this behavior does

not change when deadlines are less than periods. Therefore, deadlines can

be adjusted to cope with application timing constraints or to achieve the

feasibility without affecting the state variable behavior. This latter must

be considered a non-obvious result since, in traditional real-time comput-

ing systems, substantial complications arise when deadlines are less than
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periods.

Another observation regards the impact of the period selection. Shorter

periods determine a sequence of activations/deactivations with switching

events that are likely to be closer each other. This observation holds when

a load is considered alone, i.e., it is not affected by the activations of other

loads having higher priorities (i.e., preempted). In fact, in presence of more

than one load, preemptions may generate a similar effect (frequent switch-

ing on/off), although in this case such behavior does not emerge from the

timing characteristics of a given load but arises from the interaction among

loads. In both cases, the effect is to limit the maximum actual variation

range of the state variable around the value of x̄i. Although in general this

is a desirable behavior, it may present a side effect related with the char-

acteristics of the physical process under control. Some types of loads, such

as electric motors, do not well tolerate sequences of activation/deactivation

which are too close each other, since this may have a negative impact on

their lifetime2. On the other hand, larger periods lead to larger state vari-

ables variations. However, once a state variable is guaranteed to remain

within the desired range, larger periods can achieve a longer system life-

time.

2Every time a motor is warmed-up, it absorbs much more current than during steady
operations. This increases the device temperature, leading to a quicker wearing.
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4.5 Notes on transients for switched integrators

In this context, a transient is a timespan during which the system moves

from a working range to another. This situation can happen, e.g., during

an initialization phase when the control system starts driving the physical

system. In this case the system can be in an initial state, which is outside

the desired working range: i.e., x0 /∈ Ψ(0). Another case when a transient

takes place is when the user requirements change, i.e. Ψ(t1) 6= Ψ(t2) for

t1 < t2. In both situations above the transient ends once the control scheme

has driven the state variable back into the working range.

Section 4.2 shows that, in absence of uncertainties on the state variable,

when timing parameters Ci and Ti are properly set, the state variable as-

sumes the same value at every request time. Therefore, given the value of

Ti, transients can be managed by changing the value of the activation time

Ci,k during each period, likewise the proposed method for compensating

disturbances (see Figure 4.5). In this case, the maximum activation time

Ci must set larger than the value that guarantees the invariability of the

state variable between request times. So, a necessary condition to make

the system able to manage transients is having a closed-loop system.

Let us assume that the state variable has value Xi at some request

time ri,k. Supposing the transient takes place when Xi > xmax
i , it can be

managed by activating the load for its full activation time in each period

(i.e., Ci,k = Ci) until the set-point is reached. Notice that, if the transient

starts below the working range, i.e., Xi < xmin
i , the same result can be

obtained by preventing the activation of the load (i.e., Ci,k = 0) until the

set-point is reached. The time required to reach the set-point during a

transient depends on timing parameters and state variable slopes, and can

be calculated with simple geometrical considerations. Assuming Xi > xmax
i ,
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Figure 4.10: Example of Real-Time Physical System with switched integra-
tors dynamics. The x(t) physical value decreases linearly when the resource is
scheduled for execution, and it increases linearly otherwise. The figure shows
a possible behavior in correspondence of a transient.

at every subsequent request time the state variable decreases of δ = (αoff
i +

αon
i )Ci − αoff

i Ti. A number of periods equal to N = d(Xi − x̄i)/δe will be

required to reach the set-point x̄i. Thus the time required for the transient

will be ttrans ≤ NTi.
Figure 4.10 shows an example of transient.
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4.6 Switched affine system

This systems have been studied in (Della Vedova and Facchinetti [20],

Della Vedova et al. [21]).

4.6.1 System model

The dynamic behavior of a physical process is described by a single-state

affine switched hybrid system in continuous time. In the state-space repre-

sentation, the dynamics of the generic i-th subsystem is:

ΦSA
i :


dxi(t)

dt
= A

si(t)
i xi(t) + F

si(t)
i

xi(0) = xi,0

(4.58)

where:

• t ∈ R+ is the continuous time span;

• xi(t) ∈ R is the state variable of the i-th subsystem and represents

the physical quantity of interest;

• xi,0 is the initial value of the state variable;

• si(t) ∈ B ≡ {0, 1} ≡ {off, on} is the operation mode of the subsystem;

si(t) represents the activation status of the i-th load, being si(t) = 0

if the load is not active at time t, and conversely, si(t) = 1 when the

load is active;

• si : R+ → B is the switching signal of the i-th load;

• Asi(t)i ∈ R and F
si(t)
i ∈ R are the terms of the dynamics, associated

to the operation mode si(t).

Marco L. Della Vedova



4.6. SWITCHED AFFINE SYSTEM 117

Figure 4.11: Example of asymptotic evolution over time of system (4.58) when
the switching signal is a constant function.

The model describes a system where the evolution over the time of a

state variable depends on the activation status of the corresponding load.

Only stable subsystems are considered in this paper, i.e. Aon
i < 0 and Aoff

i <

0. For those systems, there exists an asymptotic value in the evolution of

xi(t) when the subsystem is driven by a switching signal si having constant

value. This asymptotic value is bon
i

.
= −F on

i /Aon
i when si is steadily on,

and boff
i

.
= −F off

i /Aoff
i when si is steadily off. Without loss of generality, it

can be assumed that bon
i > boff

i .

Figure 4.11 shows an example of the evolution over time of the system

in which asymptotes are highlighted.
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User requirements

User requirements are a set of constraints on the physical quantities of in-

terest. They capture the desired behavior of the physical process. User

requirements considered here are stated such as the physical quantity of in-

terest of each subsystem requires to be bounded within an invariant working

range Ψmm
i (recall Equation (4.13) on page 81): As a necessary condition

for having achievable user requirements, it must hold Ψmm
i ∩ [boff

i , bon
i ] 6= ∅.

This kind of requirements is rather common in practical applications. For

instance, they may encapsulate the requirements on the internal temper-

ature of a refrigerator, which needs to be maintained within the desired

range.

4.6.2 Feasibility analysis

This section derives interesting properties regarding the relationship be-

tween real-time and physical parameters. Since physical subsystems are

independent from each others, the analysis will be carried out for one load

only. For the sake of readability, the index “i” has been omitted from the

equations in this section.

Definition 13 (Limit-case switching signals)

Given a time interval between two consecutive request times [rk, rk+1] and

a set of timing parameters R, the switching signals s⇓ : [rk, rk+1]→ B and

s⇑ : [rk, rk+1]→ B are defined as follows:

s⇓(t) =

1 ∀t ∈ [rk, rk + C)

0 ∀t ∈ [rk + C, rk+1)
(4.59)
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Figure 4.12: Graphical representation of switching signals s⇑ and s⇓, intro-
duced by Definition 13

s⇑(t) =

0 ∀t ∈ [rk, rk +D − C) ∪ [rk +D, rk+1)

1 ∀t ∈ [rk +D − C, rk +D)
(4.60)

Figure 4.12 depicts the previous defined switching signals. Given such def-

initions, it is worth noting the following

Observation 6 Signals defined in Definition 13 are valid within the given

time interval:

s⇓, s⇑ ∈ SR[rk,rk+1] (4.61)

Proof. To prove the previous claim, simply note that validity condi-

tions (4.5) are satisfied by s⇑ and s⇓.

Signals defined in Definition 13 have an important property: they are

the “worst case” signals in terms of state variable evolution within a period.
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The first result regards the evolution of the state variable when the subsys-

tem is driven by a valid switching signal. In particular, Lemma 1 indicates

the interval of values that the state variable can take in correspondence of

the next request times.

Lemma 1 (Range for x(rk+1)) Consider a system (4.58), a set of tim-

ing parameter R for the switching signal, and a time interval between two

consecutive request times T = [rk, rk+1]. For any finite value of x(rk), the

following property holds:

s ∈ SR[rk,rk+1] =⇒ x(rk+1) ∈
[
xmin
k+1, x

max
k+1

]
(4.62)

where:

xmin
k+1 = (x(rk) + bon) eA

offT+(Aon−Aoff)C+ (4.63a)

+
(
boff − bon

)
eA

off(T−C) − boff

xmax
k+1 =

(
x(rk) + boff

)
eA

offT+(Aon−Aoff)C+ (4.63b)

+
(
bon − boff

)
eA

offC − bon

Proof. We limit our proof to the first case, since the second one can be

proven with similar arguments.

We prove this property for a simple switching signal, and we will extend

by induction the considerations to generic schedules. Let’s consider to

divide the [t1, t5] range in 4 sub-ranges T1 = [t1, t2], T2 = [t2, t3], T3 =

[t3, t4] and T4 = [t4, t5], being ti < tj for all i < j. Suppose the schedule
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switches between active and inactive state at each range boundary. An

example of state variable behavior generated by this case is depicted by

the solid line in Figure 4.13. According to (4.58) the following equations

hold:

x1 = x(t1) = x(rk) (4.64a)

x2 = x(t2) = boff − (boff − x1)e−A
off(t2−t1) (4.64b)

x3 = x(t3) = bon − (bon − x2)e−A
on(t3−t2) (4.64c)

x4 = x(t4) = boff − (boff − x3)e−A
off(t4−t3) (4.64d)

x5 = x(t5) = bon − (bon − x4)e−A
on(t5−t4) (4.64e)

Now we obtain a second schedule by moving a time slice ∆, being

0 < ∆ ≤ (t4 − t3) of active time from sub-range [t3, t4] to [t1, t2]. Notice

that the validity in [t1, t5] still applies. We obtain a new set of sub-ranges

which are T ′1 = [t1, t2 + ∆], T ′2 = [t2 + ∆, t3 + ∆], T ′3 = [t3 + ∆, t4] and

T ′4 = [t4, t5], and the corresponding values at sub-ranges boundaries:

x′1 = x′(t1) = x(rk) (4.65a)

x′2 = x′(t2 + ∆) = boff − (boff − x1)e−A
off(t2−t1)e−A

off∆ (4.65b)

x′3 = x′(t3 + ∆) = bon − (bon − x2)e−A
on(t3−t2) (4.65c)

x′4 = x′(t4) = boff − (boff − x3)e−A
off(t4−t3)eA

off∆ (4.65d)

x′5 = x′(t5) = bon − (bon − x4)e−A
on(t5−t4) (4.65e)

The state variable behavior generated in this case is depicted by the

dotted line in Figure 4.13.
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We show now that the valid schedule having the active time located

at the beginning of the time frame (i.e., a schedule in the form of s⇓(t))

will generate the maximum possible value of x′5. For this purpose, we

prove that x′5 > x5 for any value of ∆. Therefore, since we are considering

generic sub-ranges, we will have proven that every time a slice is taken

from the interval [t3, t4] and it is moved to [t1, t2], the value of x′5 can

only increase. Thus a schedule in the form of s⇓(t) generates the highest

possible value for x(t5).

From (4.65e) and (4.64e) it holds

x′5 − x5 = (x′4 − x4)e−A
on(t5−t4) (4.66)

Since e−A
on(t5−t4) > 0, then it holds x′5 > x5 if and only if (x′4 − x4) > 0.

From (4.65d) and (4.64d) we obtain

x′4 − x4 = e−A
off(t4−t3)((boff − x3)− (boff − x′3)eA

off∆) (4.67)

Equations (4.64c) and (4.65c) can be put within (4.66), then Equations

(4.64b) and (4.65b) can be inserted in the newly obtained equation. Then,

after simple calculations, the following equation can be written

x′4 − x4 = e−A
off(t4−t3)(bon − boff)(1− e−Aon(t3−t2))(eA

off∆ − 1)

in which each term is strictly greater than zero (since ∆ > 0), thus proving

that (4.66) is always positive.

The proof follows by noting that above procedure and considerations

can be generalized to any valid schedule in which there is an arbitrary

number of switches.
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Figure 4.13: The state variable behavior and related parameters when a slice
∆ is moved in the schedule from the interval [t3, t4] to [t1, t2].

Lemma 1 proves that the extreme values of the interval are obtained

for specific behaviors of the switching signal. In particular, considering the

timespan [rk, rk+1], a load activity that is all concentrated at the beginning

of the timespan corresponds to xmin
k+1, while an activity concentrated at the

end of the timespan corresponds to xmax
k+1. Figure 4.14 illustrates this result.

The value of x(rk+1) is bounded within a range whose limits are function of

physical and timing parameters (4.63). The exact value of x(rk+1) depends

on the actual values assumed by the switching signal within the time-span

[rk, rk+1].

Theorem 6 (Attraction range for Switched Affine RTPS)

Given a system (4.58) and a set of timing parameters R, consider the

succession {x(rk)}. If the switching signal is valid then the interval Ĩ .
=[

x̃inf , x̃sup
]

is an attraction range for the succession, hence:

x(rk) ∈
[
x̃inf , x̃sup

]
=⇒ x(rk+1) ∈

[
x̃inf , x̃sup

]
, ∀k, ∀s ∈ SR∞ (4.68)
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Figure 4.14: Limit-cases for the evolution of the state variable between two
consecutive request times. The value of x(rk+1) is bounded between xmin

i,k+1 and
xmax
i,k+1 (see Observation 1).

x(rk) ∈
[
x̃inf , x̃sup

]
, ∀k ≥ k∗, ∀x0 ∈ R, ∀s ∈ SR∞ (4.69)

where:

x̃inf =
bon +

(
boff − bon

)
e−A

onUT − boffe−(AonU+Aoff(1−U))T

1− e−(AonU+Aoff(1−U))T
(4.70a)

x̃sup =
boff +

(
bon − boff

)
e−A

off(1−U)T − bone−(AonU+Aoff(1−U))T

1− e−(AonU+Aoff(1−U))T
(4.70b)

Proof. From Observation 1, the succession {x(rk)} decreases regardless

of the switching signal while x(rk) > xmax
k+1. We are interested in finding

the value of x̃sup, such that it delimits the region in which the succession

{x(rk)} can only decrease. This value can be obtained by finding the fixed

point of the succession {x(rk)} considering x(rk+1) = xmax
k+1, ∀k, leading
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Figure 4.15: Example of state variable evolution and corresponding succession
{x(rk)}. In this example (T,D,C) = (1, 1, 0.3).

to (4.70b). With similar arguments the lower bound of the attraction

range (4.70a) can be derived.

The state variable will move towards the attraction range Ĩ regardless

the position of the initial value x0. As a consequence of Theorem 6, when

the state variable initial value is within the attraction range, i.e. x0 ∈ Ĩ,

x(t) remains within Ĩ at every request time (i.e., k∗ = 0). On the other

hand, in case the state variable is initially placed outside the attraction

range, it will evolve towards Ĩ and, once reached, will remain within the

range.

However, the goal is to bound the state variable behavior not only in

correspondence with request times, but for every time instant. Results

provided by Theorem 6 simplify the analysis, since they allow to study the
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Figure 4.16: Example of state variable evolution and corresponding succession
{x(rk)}. For k ≥ 8 the succession {x(rk)} falls within the attraction range. In
this example (T,D,C) = (1, 1, 0.3).

worst cases behavior of the state variable values between two consecutive

request times, instead of having to consider the system lifetime for every

t. In fact, once identified the worst case conditions of the state variable at

request times, it is possible to evaluate the worst case conditions within a

generic period. Therefore, the worst case will hold for every t.

Theorem 7 (Working range for Switched Affine RTPS)

Within the same hypotheses of Theorem 6, it holds:

x(rk) ∈ Ĩ =⇒ x(t) ∈ I, ∀t ≥ rk, ∀s ∈ SR∞ (4.71)

where I .
=
[
xinf , xsup

]
⊇ Ĩ and

xinf = bon −
(
bon − x̃inf

)
e−A

onUT (4.72a)
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xsup = boff −
(
boff − x̃sup

)
e−A

off(1−U)T (4.72b)

Proof. The upper bound of the working range, namely xsup, can be found

considering the worst case scenario during the timespan from rk to rk+1.

This worst case happens when the state variable value at rk is maximum,

which is x(rk) = x̃sup from Theorem 6, and the switching signal has the

on part (i.e. the part that increases x) all concentrated at the beginning

of the timespan. In this case, at t = rk +C the state variable reaches the

maximum and its value is (4.72b). A similar argument leads to (4.72a) as

well.

Theorem 7 provides the bounds for the state variable variation range

after a large enough time, i.e. t > k∗Ti. Again, if the state variable initial

value is within Ĩ, then its variation is bounded by I for every t. It is worth

to note that bounds are function of physical and real-time parameters only,

and represent the relationship between such parameters.

It is interesting to note that the state variable has an asymptotic be-

havior for T → 0, as outlined by the next observation.

Observation 7 (Limit value) For a dynamical system (4.58) driven by

a valid switching signal (4.6), it holds:

lim
t→∞, T→0

x(t) = x̄ =
F onU + F off(1− U)

AonU +Aoff(1− U)
(4.73)

In general, the interest is to find real-time parameters U and T that

allow to satisfy the user requirements, i.e. x(t) ∈ Ψ. For this purpose, the
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Figure 4.17: Example of state variable evolution with highlighted succession
{x(rk)}, attraction range bounds (Theorem 6), working range bounds (Theo-
rem 7). In this example (T,D,C) = (1, 1, 0.3).

Figure 4.18: Illustration of Observation 7 with the example in Figure 4.17.
The black line corresponds to the state variable evolution with a switching sig-
nal characterized by a very small value for the period, i.e. (T,U) = (10−5, 0.3).
The red line is the value calculated with (4.73).
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following definition is introduced.

Definition 14 (Feasibility region)

The feasibility region Ω is a region in the U −T space composed by all and

only pairs (U, T ) such that every valid switching signal, characterized by

such timing parameters, drives the subsystem satisfying user requirements.

Given a pair (U, T ), it is possible to check whether it belongs to the

feasibility region Ω by checking that:

Ψmm ⊂ I. (4.74)

In other words the following inequalities are satisfied: xinf ≥ xmin and

xsup ≤ xmax. Recall xmin and xmax are given by the user requirements, and

xinf and xsup are function of the physical and the real-time parameters, as

indicated in (4.72).

In general, there exists a set of pairs (U, T ) ∈ Ω. Unfortunately, it is not

possible to find the values of U and T from (4.72) in closed form. Therefore,

pairs (U, T ) ∈ Ω must be found using numerical techniques. On the other

hand, the result from Observation 7 can be used to find the bounds of Ω

on the U axis. In fact, it is possible to find a range [Umin, Umax] in which

a pair (U, T ) ∈ Ω can be found. In other words, conditions

Umin ≤ U ≤ Umax (4.75)

are necessary conditions for the system feasibility. Range bounds can be

determined by imposing x̄ = xmax and x̄ = xmin, respectively, in (4.73),
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Figure 4.19: Example of feasibility region (Definition 14) in the U − T space.
In a system with a valid switching signal characterized by timing parameters
members of the feasibility region, user requirements satisfaction is guaran-
teed.

leading to the following equations:

Umax =
Aoff(boff − xmax)

(Aon −Aoff)xmax − (F on − F off)
(4.76a)

Umin =
Aoff(boff − xmin)

(Aon −Aoff)xmin − (F on − F off)
(4.76b)

Once the value of U has been chosen, it is possible to select a proper

value of T complying with (4.74). An example of feasibility region is de-

picted in Figure 4.19. The choice of a lower value for U helps to obtain

more loads to be scheduled together. However, lower U brings to lower T ,

thus generating a higher switching frequency. This is often not tolerable in

practical applications such as processes driven by electric motors.
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4.7 Industrial process

This type of systems has been studied in (Della Vedova and Facchinetti

[18]) and differs from the others presented in this chapter even if it is still a

refinement of the general model defined in Section 4.1. The main difference

is that while other models are decoupled, meaning that one switching signal

acts on one state variable, here subsystems are coupled. In fact the behavior

of state variables is given by two or more switching signals. Moreover, one

switching signal can have influence over two or more state variables.

The following model can by applied to industrial processes, where goods

produced as output by a machine can be used as input by another machine.

4.7.1 System model

The system is composed by a set Λ = {λ1, . . . , λn} of m machines and n

containers, which store goods. Each machine performs a specific operation

in the production plant. In the scope of this model, a machine is an electric

load that can be turned on and off by the process controller. A load is

said to be active when it is turned on, inactive otherwise. The operation of

a machine is modeled such that the machine uses some goods taken from

one or more input containers, and it produces goods that are stored in

one or more output containers. Production/consumption rates are system

parameters specified in the sequel. The machine does not produce and

consume any goods when inactive.

Containers are characterized by current level and maximum storage ca-

pacity: xi(t) and xmax
i for the i-th container. Figure 4.20 shows an example

of modeled system, where machines are represented by circles and contain-

ers by rectangles. The graphical representation also shows the input/output

relationships among loads and containers.

Real-Time Physical Systems and Electric Load Scheduling



132 CHAPTER 4. RTPS MODELS

Figure 4.20: Example of an industrial plant made by 4 machines (circles) and
3 containers. Arrows indicate the flow of produced/consumed goods.

The system can be described in the continuous time domain by the

following Linear-Time Invariant system:{
ẋ(t) = Bs(t)

x(0) = x0

(4.77)

where:

• t ∈ R+ is the continuous time;

• x(t) = [x1(t) . . . xn(t)]′ ∈ Rn is the column vector of the n state

variables, which are the containers levels;

• x0 ∈ Rn is the initial state of the system, i.e. the initial levels for the

containers;

• s(t) ∈ Bm is a vector, whose elements sj(t) are the activity state of

machine λj : sj(t) = 0 if the λj machine is OFF at time t, sj(t) = 1 if

it is ON.

• s : R+ → Bm is the switching signal or schedule;

Marco L. Della Vedova



4.7. INDUSTRIAL PROCESS 133

• B ∈ Rn×m is a matrix, whose element bi,j represents the produc-

tion/consumption rate of the λj machine on the i-th container. The

algebraic sign of the bi,j element discriminates between production

and consumption: a production corresponds to a positive value, while

a negative value indicates a consumption. If bi,j = 0 then the i-th

container is not affected by the actions of the λj machine. For exam-

ple, the matrix B for the system represented in Figure 4.20 takes the

following values:

B =

 p1,1 0 −p1,3 0

0 p2,2 −p2,3 0

0 0 p3,3 −p3,4



4.7.2 Constraints and requirements

In (Ashok and Banerjee [1]), a set of constraints are introduced to enforce

the correct behavior of the industrial process.

The Production Constraints is required to guarantee a given mini-

mum output of the final product during the system lifetime. The Produc-

tion Constraint can be expressed as follows:

ˆ tf

0
p⊥,i si(t) dt ≥ Qi, ∀i : λi ∈ Λout (4.78)

where tf is the end of the desired production time span (e.g. a day, a

week, etc.), Λout ⊂ Λ is the subset of all machines whose production is not

formally used to fill a container but it represents the final product of the

industrial process and Qi is the final product desired quantity.

The Storage Constraint encapsulates the requirement, for each con-
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tainer level, to not exceed the maximum capacity of the container itself.

x(t) ∈ X ∀t ≥ 0 (4.79)

where X = [xmin, xmax] ⊂ Rn is a convex set, which represents the con-

straint.

Process flow constraint: for satisfactory operation of process ma-

chines, a certain minimum amount of material needs to be maintained in

the containers. This reserve allows the machine served by a container to

always have an input material available.

xmin
i > 0 ∀i (4.80)

4.7.3 Feasibility analysis

In this section a number of interesting theoretical results will be derives

regarding the considered system model and the adopted control approach

based on real-time scheduling.

We define Ū = (U1, . . . , Un)′ as the column vector composed by the

utilizations of the n machines.

Theorem 8 (Periodicity for Industrial Process RTPS)

Given the system (4.77) driven by a valid schedule and a set of timing

parameters R∗ that includes Ū∗, if the vector Ū∗ is in the null-space of

the matrix B then the state of the system at the hyper-period is equal to to

initial state. Formally:

∀s ∈ SR∗∞ : BŪ∗ = 0 =⇒ x(H) = x0 (4.81)
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Proof. The solution of the ordinary differential equation describing the

system’s dynamics , obtained by integrating (4.77), is:

x(t) = B

ˆ t

0
s(τ)dτ + x0 (4.82)

Since H is by definition a multiple of every Ti, from (4.5a) can be

derived: ˆ H

0
s(t)dt = ŪH (4.83)

Combining (4.82) and (4.83), it follows: x(H) = BŪH + x0. When

the condition in the theorem’s hypothesis (4.81) holds, x(H) = x0 follows.

Theorem 8 states that, for some specific values of the utilization of all

loads, the level of each container xi(t) at time t = H will be equal to the

initial level xi(0) of that container. This results has an important impact

on the analysis of the system. Assuming that all utilization are set as given

by Theorem 8, the analysis of the system for an arbitrary lifetime extension

can be restricted to the analysis of the system behavior in one hyper-period.

In other words, despite the industrial process may work for an arbitrary

time interval tmax � H, all relevant system properties can be derived by

studying the system in the time interval [0, H].

It is worth noting that the Production Constraint (4.78) can be trans-

lated into the following inequality on U :

Ui ≥
Qi

tfp⊥,i
, ∀i : λi ∈ Λout (4.84)

Consider a load λ supplying good to a container (subscripts are sup-
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pressed for clarity). The machine has its own filling ratio p, and has an

assigned utilization U . The value of U can be assigned with the result pro-

vided by Theorem 8. It is worth to note that, for any value U , there is an

infinite set of pair (C, T ) that can be assigned to obtain U = C/T . There-

fore, the smaller the period T , the lower the maximum variation of x(t) with

respect to x(0) in the worst-case. The behavior is shown in Figure 4.21.

Note that we are considering the worst-case of the maximum variation of

x(t). In fact, in case (C) of Figure 4.21, the maximum variation is less than

the worst case despite λ(b) and λ(c) have the same utilization and period.

This is due to the fact that λ(c) is interrupted several times (preempted)

during each period, which limits the maximum variation of x(t).

The reminder of section is dedicated to put into relationship the selec-

tion of timing parameters (C and T ) the maximum variation of x(t) in the

worst case. This is very important in order to determine whether a possible

selection of timing parameters may violate the constraint on the maximum

level of a container (Storage Constraint) or on the minimum level of the

container (Process Flow Constraint).

Consider two machines λin (in = input) and λout (out = output). The

two machines respectively supply and consume the goods of the same con-

tainer.

The smaller the periods Tin and Tout, the lower the maximum variation

of x(t) in the worst case, i.e., when sin and sout are generated by the sched-

uler such that they produce the maximum variation of x(t) with respect to

x(0).

max
si,so∈S

max
t≥0

x(t) = f (Ti, To, x0) (4.85)

In the following, a bound to the maximum variation of a container level

x(t) will be derived.
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Figure 4.21: Example of the effect of period selection for a load having a
given utilization. The considered load λ has the same utilization U = 0.5 in
all cases. However, the different chosen values for the period in the two cases
(A) and (B) determine a noticeable difference in the worst case variation of
the container level with respect to x(0). Case (C) has the same period of case
(B), but due to activity interruptions (preemption), the maximum variation
is less than in the worst-case.
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Let’s denote with M the least common multiple between Tin and Tout,

i.e., M = LCM(Tin, Tout). Suppose, without lack of generality, that Tin <

Tout. Moreover, the first activation of λout will happen at the same time as

λin. We denote with ∆in the increment imposed to x(t) determined by λin

within every period Tin in absence of any decrease. Similarly, ∆out denotes

the decrease imposed to x(t) determined by λout within every period Tout

in absence of any increment.

We will denote with ∆max the maximum positive variation with respect

to x0, i.e., max0≤t≤M x(t) = x0 +∆max. Similarly, we will denote with ∆min

the maximum negative variation with respect to x0, i.e., min0≤t≤M x(t) =

x0−∆min. The following results allow to reduce the complexity to calculate

∆min and ∆max.

For every t = kTout, being k = 1, 2, . . . , M
Tout

, the following shall be

evaluated:

∆max = max
t

⌈
t

Tin

⌉
− (k − 1)∆out (4.86)

For t = kTout, being k = 0, 1, . . . , ( M
Tout
− 1), the following is to be

evaluated:

∆min = min
t

⌊
t

Tout

⌋
− (k + 1)∆out (4.87)

Finally, by imposing the constraints it holds:{
xmax ≥ x0 + ∆max

xmin ≤ x0 + ∆min
(4.88)

Therefore, suitable values for Tin and Tout can be obtained by solving (4.88).

Figure 4.22 depicts the two schedules that cause the maximum positive
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Figure 4.22: Time diagram representing the maximum positive (on the left)
and negative (on the right) variations of the state variable due to respective
schedules.

and negative variations of the state variable. The maximum positive varia-

tion happens when the activation time of the supplier machine is always at

the beginning of its period and the activation time of the consumer machine

is always at the end of its period. For the maximum negative variation,

vice-versa applies.

4.7.4 Simulation example

In this section is provided an example of industrial load management as

proof of concept for the scheduling methodology presented in this paper.

Figure 4.23 shows the schedule of the four machines composing the indus-

trial plant depicted in Figure 4.20. The activity of the machines, together

with the levels of containers and the overall power consumption, is reported

for a time horizon of 24 hours, which is twice the hyper-period H for this

system.

The following values have been used in the simulation: production rates

p1,1 = 2.7, p2,2 = 2, p3,3 = 1.5 and p4,4 = 1.6 units (e.g. tons) of goods per

hour; consumption rates p1,3 = −2, p2,3 = −3, p4,3 = −1.6 units of goods

per hour; containers initial level x0 = [5 5 5] units of goods; minimum and
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Figure 4.23: Example of the scheduling of the four loads composing the in-
dustrial process of Figure 4.20. Hyper-period is H = 12.

maximum levels for each container are 2 and 10 units of goods.

Considering Theorem 8, the desired system behavior is obtained with

machine utilizations equal respectively to 34%, 69%, 46% and 43%. The pe-

riods have been chosen according to (4.88) and their values are respectively

4, 3, 2 and 1 hours.
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4.8 Summary

This chapter has presented the Real-Time Physical System model, first in

general terms and then in details for many specific models. For each model,

the feasibility analysis has been carried out. The feasibility analysis is used

to find appropriate timing parameters, by which a load can be included into

the RTPS framework. Suitable timing parameters are those that guarantee

the respect of user requirements on the state variable, which determine the

quality of service on the physical process actuated by the switching signal.

In Section 4.1 has been introduced the study methodology, by pre-

senting all the important properties for the switching signal (in particular

the notion of validity, Definitions 3 to 5), and the definition of the so-called

feasibility problem (see Definitions 7 and 8).

The first model presented were switched integrators, in Section 4.2.

Switched integrators systems captures physical processes where the quan-

tity of interest evolves linearly in time. It has been proved that, by properly

setting the switching signal utilization U , it is possible to have a stable sys-

tem (Theorem 1); moreover, by properly setting also the switching signal

period T , user requirements are always satisfied by any valid open-loop

schedule characterized by those parameters (Theorem 2).

Section 4.3 discussed the effect of bounded modeling errors for the

previous system. It turned out that an open-loop schedule cannot guar-

antee the respect of user requirements. So, a closed-loop scheme has been

introduced: the adaptive scheduling algorithm that changes load activation

times Ci,k and/or periods Ti,k at every request time according to Theorem 3

is able to compensate errors and to drive the state variable evolution cor-

rectly.

In Section 4.4 stochastic disturbance has been taken into account.
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In this case, Theorem 5 has demonstrated that by properly setting Ci,k is

possible to minimize the probability to exceed user requirements, but not to

certainly avoid the undesired situation. In fact, soft user requirements must

be considered because of the unbounded nature of the considered distur-

bance. Again a closed-loop adaptive schedule can compensate disturbances

and drive the state variable evolution as expected.

Section 4.5 has illustrated how to manage transient conditions.

Section 4.6 has presented switched affine systems, in which the state

variable evolution of each system mode is an exponential decay. Theorem 7

proved that, by properly setting the load utilization Ui and its period Ti,

it is possible to limit the state variable within a desired working range. In

this case, there exists the so-called feasibility region in the Ui–Ti plane for

which any valid switching signal drives the system correctly.

In Section 4.7 we modeled industrial processes, in which goods pro-

duced as output by a machine are used as input by another machine. Dif-

ferently from previous models, two or more switching signals can have in-

fluence on one state variable. It has been shown that also in this case it is

possible to find feasible parameters for load utilizations (Theorem 8) and

periods (Equation (4.88)).
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This chapter presents an innovative approach to Electric Load Man-

agement which is based on modeling and scheduling techniques studied

for Real-Time Physical Systems. The balance of power usage aims to avoid

dangerous peak load conditions, happening when too many loads are simul-

taneously active. Overload conditions can lead to technical and economic

issues on the power distribution infrastructure, including blackouts. The

proposed technique allows to guarantee that the peak power demand is up-

per bounded by a known threshold. The coordinated activation of loads

realizes a peak shaving, producing a smoother and flatter curve of power

usage over time.

5.1 Peak load minimization

The application of RTPSs proposed in this paper is to limit the peak load

of power consumption generated by a set of electric loads, while meeting

requirements on physical values. Each electric device can be either active or

not. The activity of loads is controlled by the scheduler that generates the

si schedule for the i-th load. The i-th device consumes either a Pi ∈ R+

amount of electric power when active, no power otherwise1. Hence, the

power demand over time of an electric load is modeled with the function

pi : R+ → R+, defined as follows:

pi(t)
.
= Pisi(t) (5.1)

Clearly, the overall instantaneous electric power absorbed by the entire

system at time t is the sum of the power consumed by every loads, as stated

1Transient phases between active and inactive states are not captured by the proposed
model
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in (5.2).

w(t)
.
=

m∑
i=1

pi(t). (5.2)

The maximum value taken by the function w during the system lifetime

is the peak load:

W
.
= max

t≥0
w(t) (5.3)

The goal is to reduce and possibly minimize the peak load while meeting

all the requirements of the system. Taking into account the dynamical

system and the user requirements introduced in (4.1) and (4.9) respectively,

the peak load minimization problem can be formally defined as follows.

Definition 15 (Peak load minimization problem)

The peak load minimization problem consists in finding the optimal sched-

ule s∗ : R+ → Bn, which minimizes the peak load and satisfies user require-

ments.

s∗ = arg min
s

max
t≥0

n∑
i=1

Pisi(t) (5.4a)

subj. to ẋ(t) = fs(t) (x(t)) + d(t) (5.4b)

x(t) ∈ Ψ(t), ∀t > 0 (5.4c)

The optimization problem (5.4) is a hard problem in the sense of com-

putational complexity. In fact, the problem of finding an optimal allocation

minimizing the peak load is NP-hard in the strong sense, since the easier

problem in which all loads have the same power consumed is NP-hard in

the strong sense, for analogy with the multiprocessor case.
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Despite the complexity of the general problem, it is easy to find an

upper-bound and a lower-bound for the peak load value W .

Observation 8 (Peak load upper-bound) No schedule, whether it is

valid or not, can lead to a peak load greater than

W ub =
m∑
i=1

Pi (5.5)

Proof.

W ≤ max
s

(
max
t≥0

m∑
i=1

Pisi(t)

)
(by definitions)

≤
m∑
i=1

max
si

max
t≥0

Pisi(t) (max of sum ≤ sum of max)

≤
m∑
i=1

Pi

(
max
si

max
t≥0

si(t)

)
(Pi are constants)

≤
m∑
i=1

Pi (since si maps to (0, 1))

The previous observation has an immediate interpretation: in fact, it is

obvious that the maximum possible peak load happens when all the electric

device are active at the same time.

Conversely, it is not obvious to find the minimum possible peak load,

which would be the partial solution of the peak load minimization prob-

lem. However, assuming that the schedule does not affect the total energy

required by the system, it is worth noting that:
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Observation 9 (Peak load lower-bound) No valid schedule can lead to

a peak load lower than

W lb =
m∑
i=1

PiUi (5.6)

Proof. Assume, by contradiction, a load allocation grants a peak loadW <

W lb. Let H be the least common multiple of all load periods T1, . . . , Tm.

The overall energy consumed by the system over H when all loads are

synchronously activated at time t = 0, and then periodically activated as

soon as possible, is

n∑
i=1

H

Ti
CiPi = H

n∑
i=1

UiPi.

Since the peak load is assumed to be equal to W , the overall energy

consumed by the system in H can not be greater than WH. Therefore,

H
n∑
i=1

UiPi ≤WH,

and
n∑
i=1

UiPi ≤W.

Using (5.6), we get

W lb ≤W.

leading to a contradiction.

Observations 8 and 9 have introduced two important figure that can be

used as benchmarks for evaluating the effectiveness of scheduling methods.
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It is worth noting the following properties for the peak load bounds. Con-

sidering an uncoordinated schedule, the actual peak load can be equal to

the upper bound W ub. In fact, the situation for which the system power

demand equals the peak load upper bound, i.e. w(t) = W ub, is possible

and it corresponds to have all electric loads active at the same time. As

it will be shown later on, it is an improbable case, but possible. Con-

versely, the lower peak load bound W lb is often impossible to be reached.

The simplest example is a system composed by one electric load that con-

sumes a power P1 = 600 Watt for 15min every 60min, so load utilization is

U1 = 15/60 = 0.25. Therefore, according to (5.6), W lb = U1P1 = 150 Watt,

but clearly the minimum peak load for the system is the nominal power of

the single load: 600 Watt. The value of W lb corresponds to the minimal

power required to do the same work, in terms of energy, of the given electric

load characterized by (T1, U1).

In other words, the situation w(t) = W ub is possible (but unlikely) for

every system, while w(t) = W lb is not even possible for the great majority

of the systems.

5.1.1 Comments

A RTPS scheduler generates the optimal schedule s∗ when a uni-processor

scheduling algorithm, such as EDF, is able to schedule the load set. In

this case, the algorithm achieves that only one load is active at any given

time, and the peak load is equal to the power consumed by the most power-

consuming load. The schedulability test can be used to determine whether

there exists a feasible schedule, provided that user requirements are also

met.

On the other hand, if simultaneous activations can not be avoided, i.e.
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when a uni-processor scheduling algorithm is not able to schedule the load

set, then the minimization of the peak load becomes more complex. In this

case, multi-processors scheduling algorithms can be exploited and a RTPS

scheduler will generate a schedule that drives the system to a peak load close

to the optimal. Therefore, the RTPS method can be seen as an efficient

heuristic for the peak load minimization problem. The efficiency of the

heuristic is due to the lower computational complexity of classic real-time

scheduling algorithm compared to standard optimization methods.

5.2 Group Scheduling

This part has been discussed in (Della Vedova and Facchinetti [20], Fac-

chinetti et al. [31]). We propose the use of classic real-time scheduling

algorithms to manage the set of electric loads, such as Rate Monotonic

(RM) or Earliest Deadline First (EDF). Those scheduling algorithms re-

quire the specification of Ti and Ci for every load to build a schedule. In

Chapter 4 the feasibility analysis of many system models showed how to

find appropriate timing parameters Ti and Ci that guarantee to meet user

requirements.

Well known real-time scheduling algorithms such as RM and EDF can

generate a schedule where only one single load is active at any given time.

However, this is possible only when the total utilization U tot is less or

equal of an upper bound U lub(A) whose value depends on the considered

algorithm A. For example, U lub(EDF) = 1. Therefore, when U tot ≤ 1,

preemptive EDF can build a schedule without activating more than one

load at any given time. As a consequence, the peak load W = maxi Pi is

minimized.

On the other hand, if U tot > U lub then the simultaneous activation of
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two or more loads can not be avoided. The proposed solution is to partition

the whole load set into k disjoint sets Λj , j = 1, . . . , k, called scheduling

groups. Scheduling groups are determined such that their total utilization,

defined as

UΛj =
∑
i∈Λj

Ui, (5.7)

is smaller than or equal to U lub(A). This property enables an uni-processor

scheduling algorithm A to find a valid schedule independently for each

scheduling group.

Since there is no relationship between the schedule generated within

any pair of scheduling group, the maximum overall peak load will happen

when the loads with the highest power are simultaneously activated in every

scheduling group. Therefore, an upper bound Wmax on the peak load can

be found considering the simultaneous activation within every group of the

load with the highest power Pi, i.e.:

Wmax =
∑
Λj

max
i∈Λj

Pi. (5.8)

5.2.1 Level packing

The problem of partitioning the set of loads can be formalized as a level

packing problem (Lodi et al. [47]). Level packing is a special case of the

generic two-dimensional packing problem. In level packing, one or more

strips are filled to accommodate a set of rectangles such that the total

height is minimized. The peculiarity of level packing is that rectangles

are partitioned in horizontal strips or levels of decreasing height from the

bottom to the top. In each level, items are packed from left to right by

decreasing height, similarly to the arrangement of books within a book-
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Figure 5.1: Example of level packing using the FFDH algorithm. Five items
are firstly ordered by non-increasing height and then packed into two levels.
Note that item 3 generates a new level Λ2 since it does not fit at the right of
item 2 within level Λ1. The load utilizations of the 5 loads are respectively
(0.28, 0.26, 0.49, 0.22, 0.30). Their consumed power are (5, 4, 3, 2, 1).

shelf (see Figure 5.1). Since the height of a level is equal to the leftmost

rectangle, such a rectangle is said to initialize the level. The advantage of

level packing is that a two-dimensional problem is transformed into a pair

of one-dimensional problems, namely the packing of levels, and the packing

of rectangles into levels.

The complexity of the level packing problem is NP-hard; in fact, it can

be easily reduced to a classical one-dimensional packing problem having

NP-hard complexity.

The application of the level packing to the scheduling of electric loads

requires the proper modeling of the loads. Therefore, each load λi is rep-
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Figure 5.2: Example of group scheduling of loads of Figure 5.1. The time-
scale is enlarged from t = 20 to t = 25 to better depict the system evolution.
In the top chart shows the evolutions of state variables normalized in their
working ranges. The second and third top charts show the consumed power
by two independently scheduled groups. Active loads are indicated by their
color. The bottom chart shows the overall power demand.

resented as a rectangle having height equal to the power consumption Pi

and width equal to its utilization Ui, being Ui ≤ 1. The packing happens

in a two-dimensional space where the utilization appears on the x axis,

while the consumed power is on the y axis. The width of the packing space

corresponds to the least upper bound on the utilization of the considered

scheduling algorithm (e.g., U lub = 1 for EDF). The goal to limit the to-

tal height of packed rectangles clearly corresponds to the goal of limiting

the peak load of power consumption of the whole power system. On the

other hand, fitting the items on the x axis in each level corresponds to
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group a set of loads whose total utilization is less than or equal to U lub,

thus composing a set of loads that is successfully schedulable by the consid-

ered real-time scheduling algorithm. Once all loads have been grouped into

scheduling groups using the level packing, each group of loads is scheduled

independently from other groups. The schedulability is guaranteed since

the utilization UΛj of the group Λj is less than or equal to the upper bound

U lub that achieves the schedulability of the load set. Figure 5.2 shows an

example of schedule of loads whose relevant parameters are listed in Fig-

ure 5.1.

We will present two grouping algorithms with different complexities.

One algorithm produces a smaller peak load, although it requires a large

computational effort; the second one is simpler, although it could result in

a larger peak load.

5.2.2 Linear programming formulation

In this section, the level packing problem is solved using a Binary Integer

Linear Programming (BILP) technique after a proper modeling of the prob-

lem, which brings to the introduction of suitable optimization variables.

Each load is modeled as a rectangle whose height corresponds to the

power consumption Pi and width is determined by its utilization Ui. With-

out loss of generality, all loads are assumed to be sorted by decreasing

power, namely Pi ≥ Pj ⇔ i ≤ j. In the worst case, there are m possible

levels, one for each rectangle as the starting item. A set of m variables

yi ∈ {0, 1} defines level initialization. There is one such variable for each

load, being yi = 1 if item i initializes level i, yi = 0 otherwise. A level

is labeled by the index of the item initializing it. The variables xi,j with

i ∈ {1, . . . , n − 1} and j > i define the packing of item j when it does not
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initialize a level. The value xi,j = 1 is set if item j is packed in level i,

xi,j = 0 otherwise.

For example, in the case depicted in Figure 5.1, it holds y1 = y3 = 1,

because only items 1 and 3 initialize a level, while yi = 0 is set for all

remaining items. The allocation of other rectangles to their respective

levels is encoded in x1,2 = x1,4 = x1,6 = 1 and x3,5 = 1, with all other

values being xi,j = 0.

First of all, since each load can either initialize one level or it can be

one of the rectangles following the initializer, the following constraint must

hold:

yj +

j−1∑
i=1

xi,j = 1 ∀j = 1, . . . ,m (5.9)

Notice that, thanks to the ordering of the rectangles by decreasing

height, item j can be allocated as one of the non-initializing items only

in the levels from 1 to j − 1.

A second constraint arises from the maximum width of the resource.

The value U lub is defined to be equal to the utilization upper bound that

guarantees the schedulability of a load set. For example, if EDF with

implicit deadlines is used, then we set U lub = 1. Since the horizontal

dimension is interpreted as utilization, then each level can not exceed the

width U lub of the rectangle. Therefore, it holds

m∑
j=i+1

Uj xi,j ≤ (U lub − Ui) yi ∀i = 1, . . . ,m− 1 (5.10)

To enforce the consistency of the constraint given by (5.10), notice that

when level i does not exist (yi = 0), then all xi,j are forced to 0 as well. The
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constraint specified by (5.10) enforces the utilization based schedulability

test. Therefore, it makes the proposed solution suitable for scheduling

algorithms where feasibility can be evaluated by an utilization-based test.

However, in (Baruah and Bini [3]), the authors propose the description of

the EDF scheduling algorithm, where deadlines are less than periods, using

a set of linear inequalities that could be used within the BILP framework.

Therefore, the approach proposed in this paper can be easily extended to

such system model.

The goal of the optimization approach based on BILP is to minimize

the sum of the peak powers on each group, that is

minimize

m∑
i=1

Pi yi (5.11)

The evaluation of the number of variables and constraints provides an

estimate the problem complexity. In the proposed scheme, the number

of yi variables is m, because all rectangles may initialize one level. The

xi,j variables are m(m−1)
2 . Hence, the total number of variables is m(m+1)

2 .

Moreover, by counting the number of inequalities in (5.9) and (5.10), we

find that the number of constraints is 2m− 1.

5.2.3 FFDH Heuristic

Approximation methods have been proposed to face the complexity is-

sue (Lodi et al. [46]). The approximation methods are built by ordering

the rectangles by non-increasing heights. Rectangles are grouped to fill the

strips using different strategies. In each level, items are packed from left to

right by non-increasing height, similarly to the arrangement of books within

a bookshelf (see Figure 5.1). The First-Fit Decreasing Height (FFDH)
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scheme is conceived such that it inserts the next item X (in non-increasing

height ordering) on the first level where X fits. If no level can accommodate

X, a new level is created. After the packing action, the height of a level is

equal to the height of the leftmost item.

Algorithm 2 shows the pseudo-code of the proposed method. The key

point of the algorithm consists in sorting the global set of loads Λ in a

descending order with respect to powers. The algorithm is essentially a

first-fit bin-packing algorithm applied to the ordered set of loads. The i-th

load is inserted into the first scheduling group when the schedulability of

the group is feasible. Otherwise, a new scheduling group is created and the

current load is inserted into the newly created group.

Since no specific scheduling algorithm is assumed within each scheduling

group, the feasibility test to be performed in Algorithm 2 is not specified,

being dependent on the adopted scheduling policy. The complexity of the

FFDH method is therefore O(σm2), where σ represents the complexity of

the feasibility test adopted. As an example, when using EDF with the

associated utilization-based feasibility test, the complexity is O(m3).

Moreover, the approximation ratio has been formally derived. In par-

ticular, it is proven in (Coffman et al. [15]) that, for any instance I of the

problem, if the heights are normalized to one, then

FFDH(I) ≤ (17/10) ·OPT(I) + 1 (5.12)

where FFDH(I) is the height obtained by FFDH, and OPT(I) is the height

produced by the optimal algorithm. The asymptotic bound is proved to be

tight, meaning that the multiplicative constant is the smallest possible.

The proposed technique recalls the Rate Monotonic First-Fit Decreasing

Utilization (RM-FFDU) partitioning scheme for scheduling fixed priority
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Algorithm 2 The pseudo-code of First-Fit Decreasing Height (FFDH)
heuristic.

sort the load set Λ in decreasing order of power
g = 1 is the initial number of scheduling groups
create a new scheduling group Λ1

for all i ∈ {1, . . . ,m} do
initialize the boolean flag assigned := FALSE that will track whether
the load will be assigned to a scheduling group or not
for j = 1 to g do

if load i is schedulable in Λj then
add i to Λj
assigned := TRUE

break
end if

end for
if assigned == FALSE then

create a new scheduling group Λg+1

add i to Λg+1

g = g + 1
end if

end for
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real-time tasks on a multi-processor system (Oh and Son [58]), where bin-

packing techniques are used to allocate tasks to processors. However, (Oh

and Son [58]) does not address the optimization of the total power con-

sumption. Moreover, the key distinction is that in this paper the ordering

is made with respect to the value of load’s consumed power, and utilization

is not considered for this purpose.

5.2.4 Performance evaluation

This section reports some results obtained by generating random electric

loads while changing some of the most relevant parameters. The goal is to

investigate, under different circumstances, the reduction of the peak load

achieved both by solving the optimization problem and using the FFDH

heuristic.

The peak load achievable using the proposed schemes is compared with

the upper bound (5.5).

The parameters that have been taken into account in the experiments

are: the total number of loads m, the total utilization of the set of loads

U tot, and the range for the power assigned to the loads. Given those pa-

rameters, the value of each load is randomly generated using the algorithm

UUniFast presented in (Bini and Buttazzo [6]).

Figure 5.3 shows the efficiency of different approaches with respect to

Pmax, as a function of the ratio between the total utilization U tot and the

number of loads m. The efficiency η is calculated as

η =
W ub −Wmax

meth

W ub
· 100

where Wmax
meth represents the peak load achieved by the given method: lower

bound, LP and heuristic refer, respectively, to the peak load obtained from
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Figure 5.3: Efficiency of different approaches as a function of the average
utilization.

Observation 9, the method of Section 5.2.2 and the approximated approach

of Algorithm 2. The value of the peak load used to calculate the efficiency

is an aggregated value obtained by averaging the outcome of thousands of

simulation runs. The number of loads assumes values in the range [2, 30],

while the total utilization ranges in the interval [2, 18]. The nominal power

of each load is randomly selected in the range [20, 2000], which is a reason-

able range for typical household appliances.

The results of Figure 5.3 show that for lower values of the U/m ratio, i.e.,

having a high number of loads and a small total utilization, the proposed

methods allow reducing the peak load up to more than 90% with respect

to W ub. Therefore, the explicit control on load activations brings to a

remarkable improvement in comparison to the absence of control actions.

When the U/m ratio tends to 1, the benefits of using a scheduling approach

disappear. This is due to the fact that, when U tends to m, the load
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Figure 5.4: Average peak load obtained by the different techniques as a
function of the number of loads m, with U tot = 10.

generation algorithm presented in (Bini and Buttazzo [6]) generates an

increasing number of loads having Ui = 1 in order to obtain the desired

total utilization. In this situation, the loads cannot be efficiently aggregated

into scheduling groups, so that each created scheduling group contains just

a few loads (only one load in the worst case). Therefore, the number of

scheduling groups tends to m and the peak load achievable by all methods

converges to the maximum possible peak load wub, leading to η → 0. Notice

that when U ≥ m, it holds η = 0.

Figure 5.4 shows the average peak load obtained by the different tech-

niques as a function of the number of loads m when the total utilization

is constant (U tot = 10). It can be noticed that, when U tot ≤ 10, the peak

load achieved by the optimized methods can not be better than W ub for

the same reason above: every load is generated with Ui = 1, and thus there

is no opportunity to apply the scheduling of loads since each scheduling
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and the minimum possible power equal to 10.

group contains exactly one load. When U tot > 10, the optimized meth-

ods guarantee an improvement that increases with m, accordingly with the

results presented in Figure 5.3. Moreover, Figure 5.4 shows that the peak

load achieved by the heuristic method is very close to the peak load guaran-

teed by the Linear Programming formulation which, in turn, is rather close

to the lower bound W lb imposed by Observation 9. This characteristic

behavior has been steadily detected throughout all experiments.

Finally, Figure 5.5 shows the average peak load obtained by the FFDH

heuristic method as a function of the maximum possible power for each load.

In this experiment we considered m = 100, U tot = 50 and the minimum

possible power equal to 10. Similarly to the previous results, a noticeable

decrease of the peak load is achieved by the heuristic with respect to W ub.

This improvement is independent from the range in which the power is
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selected for each load. Moreover, the solution found by the heuristic is

relatively close to the lower bound W lb.

5.3 Residential loads modeling examples

This section provides examples of how real-time parameters can be used to

model the behavior of electric loads, as well as applications that are suitable

for being managed by the proposed techniques. The goal is to show the

possibility to seamlessly manage sets of heterogeneous electric loads in a

transparent manner. In fact, the following types of loads (as well as many

others) can be coordinated altogether to limit the peak load once they are

modeled in terms of timing parameters and constraints. These examples

are partially taken from (Della Vedova et al. [22]).

5.3.1 HVAC systems and refrigerators

A typical goal of a Heating, Ventilation and Air Conditioning (HVAC)

system is to keep the room temperature within the desired range. Therefore,

heating or cooling is provided depending on the actual room temperature,

which is affected by the temperature of the external environment. For

a given external temperature the activation pattern of a HVAC can be

suitably approximated by a periodic activity (Koutitas and Tassiulas [39]).

A simple but accurate model for a HVAC system is proposed in (Ra-

manathan and Vittal [61]), and it is recalled in the following. The adopted

model describes a first order dynamic system, which has been proven to

capture the behavior of HVAC loads accurately.

dX(t)

dt
=
Xo(t)−X(t)−Xgs(t)

τ
(5.13)
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In (5.13), X(t) is the internal room air temperature, Xo(t) is the outside

air temperature, Xg is the temperature gain of the air-conditioner, and τ

is the actual time constant of the room expressed in minutes. The above

model characterizes the behavior of a single HVAC. The controller must

guarantee that the inside air temperature lays within a comfort range:

X(t) ∈
[
Xmin, Xmax

]
, ∀t (5.14)

In Section 4.6 it is shown by a worst-case analysis how to derive the

required timing parameters, namely the period T and the utilization U ,

from a first order model of a load like the one expressed by (5.13)-(5.14).

The external temperature is represented by a constant function Xo(t) = Xo.

Basically, there exists a set of pair (U, T ) for which the temperature is

always kept within the comfort range for any possible activation pattern

generated by the real-time scheduler using a given value for the (U, T )

parameters. In particular, it is shown that U must be chosen within the

range
[
Umin, Umax

]
, where:

Umin = max

{
0,
Xg +Xmin −Xo

Xg

}
(5.15a)

Umax = min

{
Xg +Xmax −Xo

Xg
, 1

}
(5.15b)

It is easy to show that a valid choice is U = Umin+Umax

2 . Once the

utilization U has be determined, the period T must be chosen such that

both inequalities (5.16) hold,where U = 1− U .

Xo −Xmin >
2Xoe

UT/τ −Xge
2UT/τ +Xge

T (1+U)/τ

1− eT/τ (5.16a)

Real-Time Physical Systems and Electric Load Scheduling



164 CHAPTER 5. RTPSS FOR ELM

Xg −Xo +Xmax >
2Xoe

UT/τ −Xge
2UT/τ +Xge

T (2−U)/τ

1− eT/τ (5.16b)

Since a closed form of inequalities (5.16) is not available, valid values

of T can be found using numerical methods. Following this procedure, it

is possible to assign timing parameters to the electric load such that the

temperature is always kept within the comfort range.

In (Shao et al. [63]) this type of loads is called controllable load, since it

can be shed to achieve the peak load reduction. Preferably, in this specific

case a feedback control scheme should be integrated to regulate the tem-

perature upon external temperature variations (see Section 4.4). Similar

considerations apply to refrigerators.

5.3.2 Lighting

The lightning system of a building is another type of load that can be mod-

eled in terms of timing parameters. The lights of a building (e.g., corridor

lights) may require to be turned on in the evening, for example at 8:30pm,

and turned off in the morning, e.g., at 7:00am. Such timing parameters rep-

resent the request time and the absolute deadline respectively. In this case,

no interruption (i.e., preemption) is allowed on the service of the lighting

system. As a consequence of above considerations, the load has a period of

24h, an activity time of 10:30h, and a relative deadline equal to the activity

time. In this way, the scheduler will always activate the load at the begin-

ning of the period. Moreover, no temporary interruptions will be inserted

while the lights are switched on. On the other hand, these requirements

has a negative impact on the level of concurrency of load activations. In

other words, there is no flexibility in the activation of the load. In (Shao

et al. [63]) this type of loads is called critical load.
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The presence of such type of loads, i.e., with limited or no schedul-

ing flexibility, leads to an increase in the number of concurrently active

loads, and thus of the peak load. Nevertheless, the interesting aspect is

that it is possible to transparently integrate these loads in the coordina-

tion framework, so that the operation of controllable loads can be suitably

coordinated.

5.3.3 Household appliances

Typical household devices like washing machines, dryers, dishwashers, have

each a peculiar duty cycle and timing characteristics. These electric loads

are characterized by an activation time C and a deadline D. The activation

time is the amount of time needed by the device to complete the working

cycle. It can vary depending on the actual cycle and it is assumed to be

known by the scheduler at the request time. In simple terms, the request

time can be seen as the instant when the ON button is pressed by the user.

The deadline is the time instant in which the user wants to have the cycle

completed. The deadline is also assumed to be known by the scheduler at

the request time and it is set by the user. For example, the user may set

the time instant (the deadline) at which the laundry has to be ready. The

tighter the timing requirements — i.e., the closer the deadline to the maxi-

mum activation time — the more constraints are imposed on the scheduling

algorithm, reducing the chances of finding a lower peak load. However, a

certain degree of flexibility is usually available in the working cycles of

household appliances, and programmable devices are already available to

control the activation of electric loads depending on the energy prices in the

stock market (MVV Energie Group [53]). As an example, these devices are

used to control dishwashers in domestic environments, where postponing a
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few hours the time at which the washing process is started does not arise

any issue to the user. The same approach could be adopted for washing

machines and dryers.

Regarding the preemption in the activation of a task/load, many works

in literature of real-time systems address this issue (Buttazzo [7]). Basically,

it is a common practice to define time intervals in which a load can not

be preempted. Alternatively, it is possible to define a maximum number

of preemptions during each load activation, or to define a minimum time

interval after a preemption in which the load can not be preempted again.

Depending on the load, one or more of the aforesaid techniques can be

applied.

For example, a common washing machine has a working cycle that can

be divided into stages. Figure 5.6 shows the sequence of working stages of a

common washing machine, together with the power demand corresponding

to each stage. Such power demand has been derived from measurements

on a commercial appliance. Referring to Figure 5.6, stage 1 is the soaking

phase. Its execution can be preempted almost anytime (it is Fully Pre-

emptable – FP), since it is a passive stage in which the laundry is soaking

without any particular action by the machine. During this stage there is

the water heating, which is the most power demanding operation of the

whole working cycle. The next stage (stage 2) is the washing phase. Dur-

ing this operation the laundry is actually cleaned by the rotation of the

basket with hot water. The washing stage can be interrupted for a short

while (Limited Preemptable – LP), because longer stops may lead to the

resettlement of the dirt. The stage 3 is the rinse, which can be interrupted

with no problems. The last stage is the spin-dryer phase. The operation is

non-preemtable (NP) in order to maintain the spin. Similar considerations

can be applied to the working cycle of other appliances.
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Figure 5.6: Power demand of a typical washing machine working cycle.
Stages: 1 - soak, 2 - wash, 3 - rinse, 4 - spin. Preemption opportunity:
FP - fully preemptable, LP - limited preemptable, NP - non-preemptable.

5.3.4 Electric cars

Current hybrid and fully electric cars are equipped with batteries that must

be periodically recharged. As the penetration of electric vehicles increases,

the problem of balancing the power demand for their charging becomes

more prominent (He et al. [33]). In (Kempton and Tomić [37]), the authors

discuss the relevance of integrating vehicle batteries in large scale electric

networks. Recharge times may vary depending on different factors, such

as manufacturing technology, battery capacity, and sinking current. Never-

theless, the whole recharging process takes typically a few hours. Moreover,

the charging process can be suitably modeled as a periodic activity. A rea-

sonable example of periodic behavior of electric vehicles recharging is made

by platoons of business vehicles. In the encompassed scenario, one or more
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cars that may stop working at 7:30pm and should be fully recharged for

the next working day, between 5:30am and 7:30am depending on the vehi-

cle. Each car consumes a given amount of power while recharging, and no

power otherwise. In this scenario, each electric load associated to the bat-

tery recharging process has a period of 24h, a relative deadline in the range

[10 . . . 12]h, and a maximum active time that is related to the duration of

the battery recharge (for example, a few hours).
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This chapter presents some case studies that evaluate the performance

of the proposed Electric Load Management method, which is based on

Real-Time Physical Systems, through simulations characterized by realistic

parameters.

6.1 Effect of model errors

This section presents the application of the proposed modeling technique

to a simple system composed by 3 electric devices. Physical systems asso-
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i αoff
i αon

i Pi xi xmin
i xmax

i

1 1.0 3.0 1 -3 -4 -2
2 1.5 6.0 2 -3 -4 -2
3 2.0 8.0 3 -12 -14 -10

Table 6.1: Values of physical parameters and user requirements used for the
simulation

ciated with devices are modeled as a decoupled switched integrators RTPS

with constant range user requirements (see Section 4.2) having parameters

depicted in Table 6.1. This kind of systems can represent a fridge where

the state variable xi is the internal temperature (assumed to be uniform,

and expressed in Celsius degree) that must be kept within a desired working

range. Temperature increase and decrease are approximated with functions

linear in time. This linear approximation can be considered accurate when

the working temperature is far enough from both the ambient and the of

cooling fluid temperature. Values αoff
i and αon

i represent the temperature

variation speed and are expressed in Celsius degree per hour (◦C/h). The

nominal powers Pi of electric devices can be considered a-dimensional and

they have been chosen such way (i.e., Pi = i) to be able to detect which load

is active just looking at the power demand w(t) chart. Each temperature xi

must remain within the bounds [xmin
i , xmax

i ] specified by user requirements.

For the sake of simplicity, we limit this example to a set of loads having

U tot < 1. This allows to clearly show how the absence of a proper man-

agement of load activations brings to the highest possible peak load in the

worst case, while our approach improves (i.e., it decreases) the peak load. It

is worth to note that, being U tot ≤ 1, a real-time scheduling algorithm such

as EDF is able to schedule the load set without any concurrent activation

of loads.
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i Ui T ∗i Ci

1 0.33 1.50 0.50
2 0.25 0.88 0.22
3 0.25 1.33 0.33

Table 6.2: Values of real-time parameters calculated for the simulation
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Figure 6.1: Comparison between systems driven by hysteresis controller (left)
and RTPS-scheduler (right). Loads parameters are specified in Table 6.1. The
peak shaving effect is notable in the lower chart.
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Figure 6.1(a) shows the behavior of a simple on/off control technique

applied to the considered load set. Each load is independently controlled by

an hysteresis controller so that the load is turned on when the state variable

reaches the upper bound of the working range, and it is kept active until

the lower bound is reached. This control strategy, which is simple but

rather common in practice, easily allows to individually maintain the state

variable within the required working range. However, since the activation

of loads is not coordinated, it is possible that more than one load is active at

the same time. As a consequence, the peak load increases. In fact, several

times in the depicted time range, the three considered loads are activated

simultaneously, thus determining a peak load W =
∑
Pi = 6.

The same three loads have been managed with the RTPS-technique.

Real-time parameters, reported in Table 6.2, are calculated using the results

presented in Section 4.2. Figure 6.1(b) shows the behavior of state variables

and the instantaneous consumed power w(t). The figure shows that state

variables are confined within the desired working ranges, while the load

scheduling allows to limit the peak load to W = maxi Pi. In fact, in this

example the load set is scheduled using the EDF scheduling algorithm.

Therefore, since the total utilization is U tot = 0.83 ≤ 1, EDF guarantees

that only one load is active at any given time.

Comparing both charts in Figure 6.1, it becomes evident the peak shav-

ing effect of the proposed approach.

Next, we illustrate the issues arising in presence of errors, and provides

an example of application of the adaptive technique proposed in “Switched

integrators with modeling errors” Section 4.3. Load parameters are re-

ported in Table 6.1. The total utilization is around 83%, thus EDF is able

to generate a schedule without any simultaneous load activation. In this

case, however, the value of each αon
i is affected by a constant bias equal
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Figure 6.2: Comparison between systems affected by errors driven by a open-
loop RTPS scheduler (left) and an adaptive RTPS scheduler (right). The
adaptive scheduler is able to maintain the state variables within the working
range.

to +4% of the original value. This means that real-time parameters are

calculated using the values of αon
i depicted in Table 6.1, giving the results

reported in Table 6.2. However, the true value that determines the state

variable behavior is slightly larger. The result is depicted in Figure 6.2(a):

all state variables drift from their desired working range.

Figure 6.2(b) shows the schedule of the same load set using the adaptive

technique proposed in Section 4.3. The time quantum is set as τ = 0.1h (i.e.,

6 minutes). Therefore, there is a minimum distance in time of 12 between

two consecutive load activation, which is a reasonable value for common

electric motors1. In this case, activation times are dynamically adapted at

every request time, with the result that all state variables remain within

their working ranges. The achieved peak load of power consumption is

the same as in Figure 6.2(a) since, being U tot ≈ 91% < 1, all loads can

1Electric motors suffer from too frequent activations due to the high current required
during the start up.
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i Ui T̃i C̃i

1 0.33 0.6 0.2
2 0.25 0.4 0.1
3 0.33 0.6 0.2

Table 6.3: Values of real-time parameters calculated in presence of errors.

always be activated by EDF at non-overlapping time instants. Notice that,

as depicted in Table 6.3, the total utilization of each load is larger than in

case of absence of errors.

6.2 Uncoordinated vs RTPS scheduling

This section provides a statistical evaluation of benefits derived by using

RTPS scheduling technique with FFDH grouping (see Section 5.2.3) against

the average behavior of load activations in absence of coordination.

We study the distribution of the total power consumption during the

system lifespan. For example, the maximum power consumption occurs

when all the loads are active at the same time instant. This event occurs

in a certain time instant with a probability that depends on the loads’

utilization. Assuming an infinite system lifespan, this probability matches

the percentage of time in which the event takes place.

If load activations are independent, the occurrence of the maximum

power consumption is the product of utilization of active loads. Conversely,

a load activation schedule based on RTPS technique prevents the simulta-

neous activation of loads in the same scheduling group.

Figure 6.3 shows the distribution of the total power consumption dur-

ing the system lifespan in systems composed by three different load sets,
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one for each plot. Nominal parameters P and U are shown in each cap-

tion. These examples show that the RTPS scheduling method reduces the

peak load while compressing the power consumption distribution around

the average value. It follows the list of parameters used: P = (2, 2, 6)kW

and U = (0.38, 0.32, 0.55) for Figure 6.3(a), P = (1, 3, 3, 4, 4, 5, 6, 7)kW

and U = (0.57, 0.38, 0.45, 0.21, 0.49, 0.14, 0.67, 0.43) for Figure 6.3(b), P =

(1, 2, 2, 3, 4, 4, 5, 7, 8, 8, 9)kW and U = (0.24, 0.28, 0.56, 0.54, 0.51, 0.62, 0.30,

0.46, 0.16, 0.69, 0.44) for Figure 6.3(c).

Finally, Figure 6.4 shows the power distributions with and without using

the scheduling techniques as a function of the number of loads. Each box-

plot is the average of the power distribution of 100 randomly generated load

sets. Nominal power and utilization have been generated with a uniform

distribution in [1, 10] and [0.1, 0.7], respectively. Again, this plot confirms

that RTPS technique compresses the power consumption distribution and

significantly reduces the peak load.

Real-Time Physical Systems and Electric Load Scheduling
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(a) Results with n = 3 loads.
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(b) Results with n = 7 loads.
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(c) Results with n = 11 loads.

Figure 6.3: Example of power distribution over time consumed by 3, 7 and
11 loads, without using RTPS technique (left) and using RTPS technique
(right). The peak is reduced by 20%, 37% and 26%, respectively.
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Figure 6.4: Distribution of power consumption over time as a function of the
number of loads. For each number of loads, the average of 100 random load
sets is plotted.
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6.3 Large HVAC systems

This section evaluates the performance of the proposed approach using re-

alistic parameters. In this scenario, a set of on/off air-conditioning systems

described by the model in (5.13) is considered. Similarly to (Ramanathan

and Vittal [61]), from the viewpoint of generating different realistic op-

erating parameters, Monte Carlo simulations are applied in this paper.

By assuming uncertainties in different variables (τ,X,Xo, Xg) that closely

resemble real-life operating conditions, Monte Carlo simulations are per-

formed through repeated sampling of uncertain variables.

Each simulation run has been initialized with pre-specified stochastic

parameters, chosen with the following method:

• internal temperature distribution – Normal distribution with mean

72 F and standard deviation 12 F, i.e. X(0) ∈ N(74, 12) [F];

• air-conditioner model parameters – τ ∈ N(64, 5) [min], Xg ∈ N(30, 10)

[F];

• outside air temperature – uniform distribution between 75 F and 90

F Xo ∈ [75, 90] [F];

• desired temperature range – Xmin = 70 [F], Xmax = 76 [F].

Regarding the power request of each load, 5 different air-conditioner

sizes are assumed, installed depending on the room dimension – P ∈
(1.2, 2.5, 3.0, 4.5, 6.0) [kW].

For the generated load set of 10 000 air-conditioners, the timing param-

eters values of each device are calculated, i.e., utilization, period and acti-

vation time, (U, T,C) for each load in the way illustrated in Section 5.3.1.
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Figure 6.5: Distribution of timing parameters values obtained from physical
parameters in the 10k-loads Monte Carlo simulation.

In particular, we set U = Umax+Umin

2 and then T is selected as the maxi-

mum value that satisfies (5.16). Figure 6.5 depicts the resulting histograms

of timing parameters values distributions. Utilizations range from 0, i.e.

always off, to 1, i.e. always on. Periods vary from 10 to 60 minutes.

Based on above parameters, the adopted scheduling approach is based

on the FFDH partitioning scheme (see Section 5.2.3). Under this scheme, a

dedicated heuristic is used to divide the set of loads into a set of independent

groups (called scheduling groups), where the total utilization of each group

is U ≤ 1. In this way, the EDF scheduling algorithm can be used to

optimally manage the loads in each scheduling group.

In order to evaluate the performance of the proposed approach, namely

RTPS-controlled system, a comparison is carried out with a traditional

hysteresis control. In a hysteresis-controlled system, each air-conditioner

is turned on when the internal room air temperature is greater than the

upper thermostat set-point Xmax and turned off whenever this temperature

reaches the lower thermostat set-point Xmin.

Figure 6.6 shows the results of a simulation run having a 1 000 hours

Real-Time Physical Systems and Electric Load Scheduling
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timespan, a time-base of 1 second, and the aforesaid 10 000 loads. The

first note is that this simulation, performed as a compiled C program on

a common notebook, took only a few tens of seconds to complete. This

fast execution is due to the low computational complexity of the proposed

method. The figure reports the comparison of the achieved peak load with

respect to the theoretical peak load bound and the registered peak load. It

also compares the average power demand. The theoretical peak load bound

is equal to the sum of all loads power in the hysteresis-controlled system,

which is the worst-case condition that may arise when load activations

are not coordinated. On the other hand, the registered peak load is the

highest power demand registered during the simulation. As expected, the

average power demand is quite similar between the two methods, in fact

the average power demand is directly related to the total amount of energy

required to the system and it does not depend on the control strategy. The

registered values and the theoretical bounds for the peak load are instead

significantly different. It may be argued that the theoretical bound for the

hysteresis-controlled system, which is given by a very unlikely worst-case

condition, is not meaningful. However, on one hand it represents a possible

situation, whose likelihood increases with the lifetime of the system. On

the other hand, it allows a comparison between worst-case and average-case

conditions.

As a result, even if the peak load actually registered in the simulation

is lower than the worst-case bound in the hysteresis case, it is significantly

greater than the one registered in the RTPS-controlled case. The improve-

ment on the peak load registered in the simulation is around 37%. The

overall effect of the RTPS control is to maintain the power demand steadily

close to the average demand. Therefore, the “peak to average power ratio”,

which is a well-known parameter for Demand-Side Management systems,
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Figure 6.6: Comparison between hysteresis-controlled and RTPS-controlled
systems: aggregate results of Monte Carlo simulations.

can significantly improve.

In the next experiment, it has been verified that the peak load bound

reduction depends on the load utilizations. In particular, the lower the

average loads utilization, the greater the improvement on the peak load

bound given by the proposed approach (Figure 6.7). The rational behind

this behavior is that, when the utilization of a load increases, the flexibility

to schedule its activation within a period time frame decreases. Therefore,

this reduces the effectiveness of the peak load reduction. In other words,

this effect is due to the fact that the load partitioning technique is more

effective when loads have small utilization factors.

In Figure 6.8 it is shown the peak load as a function of the total number

of loads. We limit the chart between 1 and 100 loads for giving and idea of

the trends, which increase linearly. Loads’ parameters have been generated

with the same random functions described above. The actual (recorded)

peak load generated by the RTPS-based control is able to reduce the peak

load in average by 35% with respect to the actual (recorded) peak load

in absence of coordination, which represents a normal working condition.
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Figure 6.7: Comparison between hysteresis-controlled and RTPS-controlled
systems varying average loads utilization.

On the other hand, the peak load is reduced by up to 60% with respect

to the worst possible case (theoretical bound) of the hysteresis-controlled

case. Finally, it is worth to note that the recorded peak load of the RTPS-

controlled system is very close to its theoretical bound. This means that

the worst situation in the partitioned scheme (i.e., when the most power-

consuming loads in every scheduling group are simultaneously activated)

do happen often.
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Figure 6.8: Comparison between hysteresis- and RTPS-control methods. The
RTPS-controlled actual behavior, during the simulation of 120 hours, reduces
the peak load of the 35% in respect of hysteresis control in regular working
conditions. The improvement on the theoretical bound associated with worst
case working conditions is around 60%.

6.4 Effect on power demand curve

The following example aims to show the effect of the proposed method on

the power demand curve by controlling the schedule of 100 on/off devices.

Each device acts on a subsystem (system model of “Switched integrators

with modeling errors” Section 4.3), whose parameters have been randomly

generated from a uniform distribution within the following intervals:

• αon
i ∈ [1.0, 10.0]± 5%,

• αoff
i ∈ [3.0, 5.0]± 2%,

• δxi ∈ [0.01, 0.1],

• xmin
i = −1,

• xmax
i = 1,

• x̄i = 0.
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Operationally, the RT parameters C∗i and Ti have been calculated for each

device as described in the aforesaid modeling section. Then, the load set has

been partitioned into scheduling groups using the FFDH heuristic. Schedul-

ing groups are built such that the utilization of each group is less than 1.

This allows to successfully use the EDF scheduling algorithm to schedule

the loads in each group. The result of the power consumed by the system

over time is depicted in Figure 6.9. The performance in terms of peak

load reduction is compared with a common hysteresis controller. An hys-

teresis controller simply turns on the load when the state variable gets to

the upper bound, while it turns the device off when the lower bound is

reached. For instance, this is the typical behavior of a thermostat. There

is no coordination between loads. Figure 6.9 shows a smoother behavior

of the power demand in case of control using RTPSs. Numerical results

reported in Table 6.4 show an actual reduction of the peak load of around

30%. The smoother behavior of the power profile is confirmed by a smaller

standard deviation of the distribution of samples. As expected, the mean

power is substantially the same in the two cases, since it is essentially re-

lated with the consumed energy. Finally, the worst-case peak load bound

is much lower. The bound of the hysteresis method is calculated in the

case of having all loads active at the same time, while in case of the RTPS

control the bound is equal to the sum of the most power-consuming load

in each scheduling group.
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Figure 6.9: Comparison of the total power consumption of 100 randomly
generated loads controlled by an hysteresis controller, and a RTPS controller.
It is remarkable the flattening effect due to the coordinated scheduling.

hysteresis RTPS improvement

maxw(t) 136.0 94.0 −31%
mean w(t) 77.9 77.1 ==
std. dev. w(t) 19.4 7.4 −62%
peak load bound 337.0 95.0 −71%

Table 6.4: Summary of relevant values extracted from Figure 6.9
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7
Conclusion

This thesis presented Real-Time Physical Systems: a new class of real-

time systems where dynamical system are scheduled instead of computing

tasks. Those systems are the theoretical basis for a novel Demand-Side

Management framework based on real-time scheduling algorithms. The

goal is to limit the peak load of the power demand of a set of electric

devices, while meeting user requirements, that is, without compromising

the quality of service.

A detailed systematic literature review in Chapter 2 has given an overview

over the electric load management state of the art. It has shown, among

other things, that there is room for new DSM approaches that can address

the need of low complexity algorithms that are able to manage large set of

heterogeneous devices. The proposed approach goes in this direction.

We have shown that the RTPS method is able to find an approximate

solution to the peak load minimization problem. Unlike traditional op-

timization procedures, it has a very low computational cost that enable

the proposed approach to manage hundreds of devices. Besides excellent
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scalability properties, the proposed framework can also boast of flexibility,

because RTPS models can capture many different types of loads. Those

models include: affine systems, switched systems with integrator dynamics,

stochastic disturbance, modeling errors, and industrial processes. There-

fore, RTPS framework can manage heterogeneous electric loads together.

Simulation results based on realistic parameters showed outstanding

performance for the proposed method, such as the ability to reduce the

peak load of a large air conditioning system by the 35% in normal working

conditions, and up to 60% with respect to worst case situations, without

affecting thermal comfort for occupants. Hence, the RTPS approach proves

to be a promising solution to realize an effective Demand-Side Management

framework.
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